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PREFACE

“There is only one issue in this country,” former MSNBC commentator Cenk Uygur told
Netroots Nation, in June 2011. “Campaign finance reform.”

For the vast majority of America, Uygur’s comment is obscure. For a small minority, it is
obvious. This book was written for that vast majority, drawn from the insights of that
small minority.

As I have struggled to craft it, I have become driven by the view that practically every
important issue in American politics today is tied to this “one issue in this country,” and
that we must find a way to show the connections. For both the Left and the Right, until
this “one issue” gets fixed, there won’t be progress on a wide range of critically important
public policy issues. Until it gets fixed, governance will remain stalled.

The challenge is to get America to see and then act. Again and again I have been told by
friends, “If you’re going to do this, the story needs drama. There has to be good versus
evil. You must tell story after story about venal corruption. Rod Blagojevich, Randy
“Duke” Cunningham, Jack Abramoff—these are the figures who will rally America to
respond.”

Maybe. But what if the problem is not Blagojevich? What if Washington is not filled with
evil souls trying to steal from the republic? What if the absolutely debilitating corruption
that we face is a corruption caused by decent souls, not crooks? Could America rally to
respond then? Can we get angry enough about small but systemic distortions that block
the ability of democracy to work, if those distortions are the product of good people
working in a corrupted system?

I am unsure. As I have worked over the past four years to understand this problem, I have
become convinced that while a corruption of Congress is destroying the republic, that
corruption is not the product of evil. There is great harm here, but no bin Laden. There are
Jack Abramoffs and Duke Cunninghams, to be sure, but they are the exception, not the
rule. And without great evil, I am not yet sure that we can muster the will to fight. We
will, I fear, simply tolerate the corruption, as a host tolerates a parasite that is not life
threatening. Until it is.

Yet I write with hope. If we understand the nature of this corruption, its solution will be
obvious. The challenge, then, will be to build a movement to bring about that solution.
Such a movement is possible. It has been built before.

But to build it will require a different kind of learning. This is not an academic book. I do
not mean to enter an academic debate. It instead builds upon the insights of academics to
address a different debate entirely: a political debate, within the domain of activists, that
has been raging in parallel for almost a half century.

Each side in this debate talks past the other. The academic seeks a truth, but that truth is
too often too obscure for citizens to grok. The activist seeks to motivate, but with stories
that are too often too crude, or extreme. The activist is right that the problem is bad—



indeed, worse than his focus on individual corruption suggests. But the academic is right
that if the problem is bad, it is not bad because our government has returned to the Gilded
Age. We are better than they were, even if the consequences of our corruption are much
worse. For this is the paradox at the core of my argument: that even without sinning, we
can do much more harm than the sinner.

This work takes me far from my earlier writing, though the hint of this book was clear in
Remix (2008). I was driven to this shift when I became convinced that the questions I was
addressing in the fields of copyright and Internet policy depended upon resolving the
policy questions—the corruption—that I address here. I thus left copyright and Internet
policy, and began a process to learn as much as I could about a vast and largely undefined
field. That work has brought me back to Harvard, where I am now the director of the
Edmond J. Safra Center for Ethics, and where I direct a five—year research project
studying this “institutional corruption” generally. It has also pushed me to help forge a
multipartisan political movement (described in the Appendix) to demonstrate the need, for
the objectives of both the Right and the Left, for this fundamental reform.

Because such is the practice this reform will need: the willingness to move between the
two very different worlds of the academic and the activist. I am not yet convinced that
such a practice can work. I am certain it will evoke sharp criticism from the purists in each
world. But if above that din, there are citizens who can glimpse a path to reform, that
criticism is a small price to pay.



INTRODUCTION

There is a feeling today among too many Americans that we might not make it. Not that
the end is near, or that doom is around the corner, but that a distinctly American feeling of
inevitability, of greatness—culturally, economically, politically—is gone. That we have
become Britain. Or Rome. Or Greece. A generation ago Ronald Reagan rallied the nation
to deny a similar charge: Jimmy Carter’s worry that our nation had fallen into a state of
“malaise.” I was one of those so rallied, and I still believe that Reagan was right. But the
feeling I am talking about today is different: not that we, as a people, have lost anything of
our potential, but that we, as a republic, have. That our capacity for governing—the
product, in part, of a Constitution we have revered for more than two centuries—has come
to an end. That the thing that we were once most proud of—this, our republic—is the one
thing that we have all learned to ignore. Government is an embarrassment. It has lost the
capacity to make the most essential decisions. And slowly it begins to dawn upon us: a
ship that can’t be steered is a ship that will sink.

We didn’t always feel this way. There were times when we were genuinely proud—as a
people, and as a republic—and when we proudly boasted to the world about the Framers’
(flawed but still) ingenious design. No doubt, we still speak of the founding with
reverence. But we seem to miss that the mess that is our government today grew out of the
genius that the Framers crafted two centuries ago. That, however much we condemn what
government has become, we forget it is the heir to something we still believe divine. We
inherited an extraordinary estate. On our watch, we have let it fall to ruin.

The clue that something is very wrong is the endless list of troubles that sit on our
collective plate but that never get resolved: bloated and inefficient bureaucracies; an
invisible climate policy; a tax code that would embarrass Dickens; health care policies that
have little to do with health; regulations designed to protect inefficiency; environmental
policies that exempt the producers of the greatest environmental harms; food that is too
expensive (since protected); food that is unsafe (since unregulated); a financial system that
has already caused great harm, has been left unreformed, and is primed and certain to
cause great harm again.

The problems are many. Too many. Our eyes get fixed upon one among them, and our
passions get devoted to fixing that one. In that focus, however, we fail to see the thread
that ties them all together.

We are, to steal from Thoreau, the “thousand[s] hacking at the branches of evil,” with ”
[n]one striking at the root.”

This book names that root. It aims to inspire “rootstrikers.” The root—not the single cause
of everything that ails us, not the one reform that would make democracy hum, but
instead, the root, the thing that feeds the other ills, and the thing that we must kill first.
The cure that would be generative—the single, if impossibly difficult, intervention that
would give us the chance to repair the rest.

For we have no choice but to try to repair the rest. Republicans and Democrats alike insist



we are on a collision course with history. Our government has made fiscal promises it
cannot keep. Yet we ignore them. Our planet spins furiously to a radically changed
climate, certain to impose catastrophic costs on a huge portion of the world’s population.
We ignore this, too. Everything our government touches—from health care to Social
Security to the monopoly rights we call patents and copyright—it poisons. Yet our leaders
seem oblivious to the thought that there’s anything that needs fixing. They preen about,
ignoring the elephant in the room. They act as if Ben Franklin would be proud.

Ben Franklin would weep. The republic that he helped birth is lost. The 89 percent of
Americans who have no confidence in Congress (as reported by the latest Gallup poll) 1
are not idiots. They are not even wrong. Yet they fail to recognize just why this

government doesn’t deserve our confidence. Most of us get distracted. Most of us ignore
the root.

m“Conglress Ranks Last in Confidence in Institutions,” July 22, 2010, available at link #1



WE WERE HERE AT LEAST ONCE BEFORE

One hundred years ago America had an extraordinary political choice. The election of
1912 gave voters an unprecedented range of candidates for president of the United States.

On the far Right was the “stand pat,” first—term Republican William Howard Taft, who
had served as Teddy Roosevelt’s secretary of war, but who had not carried forward the
revolution on the Right that Roosevelt thought he had started.

On the far Left was the most successful socialist candidate for president in American
history, Eugene Debs, who had run for president twice before, and who would run again,
from prison, in 1920 and win the largest popular vote that any socialist has ever received
in a national American election.

In the middle were two “Progressives”: the immensely popular former president Teddy
Roosevelt, who had imposed upon himself a two—term limit, but then found the ideals of
reform that he had launched languishing within the Republican Party; and New Jersey’s
governor and former Princeton University president Woodrow Wilson, who promised the
political machine—bound Democratic Party the kind of reform that Roosevelt had begun
within the Republican Party.

These two self—described Progressives were very different. Roosevelt was a big—
government reformer. Wilson, at least before the First World War, was a small—
government, pro—federalist reformer. Each saw the same overwhelming threat to
America’s democracy—the capture of government by powerful special interests—even if
each envisioned a very different remedy for that capture. Roosevelt wanted a government
large enough to match the concentrated economic power that was then growing in
America; Wilson, following Louis Brandeis, wanted stronger laws limiting the size of the
concentrated economic power then growing in America.

Presidential reelection campaigns are not supposed to be bloody political battles. But Taft
had proven himself to be a particularly inept politician (he was later a much better chief
justice of the Supreme Court), and after Roosevelt’s term ended, business interests had
reasserted their dominant control of the Republican Party. Yet even though dissent was
growing across the political spectrum, few seemed to doubt that the president would be
reelected. Certainly Roosevelt felt certain enough of that to delay any suggestion that he
would enter the race to challenge his own hand—picked successor.

A Wisconsin Republican changed all that. In January 1911, Senator Robert La Follette and
his followers launched the National Progressive Republican League. Soon after, La
Follette announced his own campaign for the presidency. Declaring that “popular
government in America has been thwarted...by the special interests,” the League
advocated five core reforms, all of which attacked problems of process, not substance. The
first four demanded changes to strengthen popular control of government (the election of
senators, direct primaries, direct election of delegates to presidential conventions, and the
spread of the state initiative process). The last reform demanded “a thoroughgoing corrupt
practices act.”



La Follette’s campaign initially drew excitement and important support. It faltered,
however, when he seemed to suffer a mental breakdown during a speech at a press dinner
in Philadelphia. But the campaign outed, and increasingly embarrassed, the “stand pat™
Republicans. As Roosevelt would charge in April 1912:

The Republican party is now facing a great crisis. It is to decide whether it will be, as
in the days of Lincoln, the party of the plain people, the party of progress, the party
of social and industrial justice; or whether it will be the party of privilege and of
special interests, the heir to those who were Lincoln’s most bitter opponents, the
party that represents the great interests within and without Wall Street which desire
through their control over the servants of the public to be kept immune from
punishment when they do wrong and to be given privileges to which they are not

entitled.[2]

The term progressive is a confused and much misunderstood moniker for perhaps the most
important political movement at the turn of the last century. We confuse it today with
liberals, but back then there were progressives of every political stripe in America—on
the Left and on the Right, and with dimensional spins in the middle (the Prohibitionists,
for example). Yet one common thread that united these different strands of reform was the
recognition that democratic government in America had been captured. Journalists and
writers at the turn of the twentieth century taught America “that business corrupts

politics,”13! as Richard McCormick put it. Corruption of the grossest forms—the sort that
would make convicted lobbyist Jack Abramoff wince—was increasingly seen to be the
norm throughout too much of American government. Democracy, as in rule of the people,
was a joke. As historian George Thayer wrote, describing the “golden age of boodle”
(1876-1926): “Never has the American political process been so corrupt. No office was
too high to purchase, no man too pure to bribe, no principle too sacred to destroy, no law

too fundamental to break.” 4!

Or again, Teddy Roosevelt (1910): “Exactly as the special interests of cotton and slavery
threatened our political integrity before the Civil War, so now the great special business
interests too often control and corrupt the men and methods of government for their own

profit.”[5]

To respond to this “corruption,” Progressives launched a series of reforms to reclaim
government. Many of these reforms were hopeless disasters (the ballot initiative and
elected judges), and some were both disasters and evil (Prohibition and eugenics, to name
just two). But mistakes notwithstanding, the Progressive Era represents an unprecedented
moment of experimentation and engagement, all motivated by a common recognition that
the idea of popular sovereignty in America had been sold. The problem was not, as
McCormick describes, a “product of misbehavior by ‘bad’ men,” but was instead now

seen as the predictable “outcome of identifiable economic and political forces.” L&

That recognition manifested itself powerfully on November 5, 1912: The incumbent
Republican placed third (23.2 percent) in the four—man race; the socialist, a distant fourth
(6 percent); and Teddy Roosevelt (27.4 percent) got bested by the “new” Democrat,
Woodrow Wilson (41.8 percent).



Yet only when you add together these two self-identified Progressives do you get a clear
sense of the significance of 1912: almost 70 percent of America had voted for a
“progressive.” Seventy percent of America had said, “This democracy is corrupted; we
demand it be fixed.” Seventy percent refused to “stand pat.”

A century later we suffer the same struggle, but without anything like the same clarity. A
“fierce discontent,” as Roosevelt described America in 1906, is once again raging
throughout the republic. Now, as then, it gets expressed as “agitation” against “evil,” and a

“firm determination to punish the authors of evil, whether in industry or politics.”ZJ We
look to a collapsed economy, to raging deficits, to a Wall Street not yet held to account,
and we feel entitled to our anger. And so extreme is that entitlement that it makes even
violence seem sensible, if only to the predictably insane extremes in any modern society.

Roosevelt was encouraged by this agitation against evil. It was, he said, a “feeling that is
to be heartily welcomed.” It was “a sign,” he promised, “of healthy life.”

Yet today such agitation is not a sign of healthy life. It is a symptom of ignorance. For
though the challenge we face is again the battle against a democracy deflected by special
interests, our struggle is not against “evil,” or even the “authors of evil.” Our struggle is
against something much more banal. Not the banal in the now—overused sense of Hannah
Arendt’s The Banality of Evil—of ordinary people enabling unmatched evil (Hitler’s
Germany). Our banality is one step more, well, banal.

For the enemy we face is not Hitler. Neither is it the good Germans who would enable a
Hitler. Our enemy is the good Germans (us) who would enable a harm infinitely less
profound, yet economically and politically catastrophic nonetheless. A harm caused by a
kind of corruption. But not the corruption engendered by evil souls. Indeed, strange as this
might sound, a corruption crafted by good souls. By decent men. And women. And if
we’re to do anything about this corruption, we must learn to agitate against more than evil.
We must remember that harm sometimes comes from timid, even pathetic souls. That the
enemy doesn’t always march. Sometimes it simply shuffles.

The great threat to our republic today comes not from the hidden bribery of the Gilded
Age, when cash was secreted among members of Congress to buy privilege and secure
wealth. The great threat today is instead in plain sight. It is the economy of influence now
transparent to all, which has normalized a process that draws our democracy away from
the will of the people. A process that distorts our democracy from ends sought by both the
Left and the Right: For the single most salient feature of the government that we have
evolved is not that it discriminates in favor of one side and against the other. The single
most salient feature is that it discriminates against all sides to favor itself. We have created
an engine of influence that seeks not some particular strand of political or economic
ideology, whether Marx or Hayek. We have created instead an engine of influence that
seeks simply to make those most connected rich.

As a former young Republican—indeed, Pennsylvania’s state chairman of the Teen Age
Republicans—I don’t mean to rally anyone against the rich. But I do mean to rally
Republicans and Democrats alike against a certain kind of rich that no theorist on the
Right or the Left has ever sought seriously to defend: The rich whose power comes not
from hard work, creativity, innovation, or the creation of wealth. The rich who instead



secure their wealth through the manipulation of government and politicians. The great evil
that we as Americans face is the banal evil of second-rate minds who can’t make it in the
private sector and who therefore turn to the massive wealth directed by our government as
the means to securing wealth for themselves. The enemy is not evil. The enemy is well
dressed.

Theorists of corruption don’t typically talk much about decent souls. Their focus is upon
criminals—the venally corrupt, who bribe to buy privilege, or the systematically corrupt,
who make the people (or, better, the rich) dependent upon the government to ensure that

the people (or, better, the rich) protect the government. 8!

So, too, when we speak of politicians and our current system of governance, many of us
think of our government as little more than criminal, or as crime barely hidden—from
Jack Abramoff (“I was participating in a system of legalized bribery. All of it is bribery,
every bit of it”) to Judge Richard Posner (“the legislative system [is] one of quasi—
bribery”) to Carlyle Group co—founder David Rubenstein (“legalized bribery”) to former
congressman and CIA director Leon Panetta (“legalized bribery has become part of the
culture of how this place operates™) to one of the Senate’s most important figures, Russell
B. Long (D-La.; 1949-1987) (“Almost a hairline’s difference separates bribes and
contributions”).

But in this crude form, in America at least, such crimes are rare. At the federal level,
bribery is almost extinct. There are a handful of pathologically stupid souls bartering
government favors for private kickbacks, but very few. And at both the federal and the
state levels, the kind of Zimbabwean control over economic activity is just not within our
DNA. So if only the criminal are corrupt, then ours is not a corrupt government.

The aim of this book, however, is to convince you that a much more virulent, if much less
crude, corruption does indeed wreck our democracy. Not a corruption caused by a gaggle
of evil souls. On the contrary, a corruption practiced by decent people, people we should
respect, people working extremely hard to do what they believe is right, yet decent people
working with a system that has evolved the most elaborate and costly bending of
democratic government in our history. There are good people here, yet extraordinary bad
gets done.

This corruption has two elements, each of which feeds the other. The first element is bad
governance, which means simply that our government doesn’t track the expressed will of
the people, whether on the Left or on the Right. Instead, the government tracks a different
interest, one not directly affected by votes or voters. Democracy, on this account, seems a
show or a ruse; power rests elsewhere.

The second element is lost trust: when democracy seems a charade, we lose faith in its
process. That doesn’t matter to some of us—we will vote and participate regardless. But to
more rational souls, the charade is a signal: spend your time elsewhere, because this game
is not for real. Participation thus declines, especially among the sensible middle. Policy
gets driven by the extremists at both ends.

In the first three parts of what follows, I show how these elements of corruption fit
together. I want you to understand the way they connect, and how they feed on each other.
In the book’s final part, I explore how we might do something about them.



The prognosis is not good. The disease we face is not one that nations cure, or, at least,
cure easily. But we should understand the options. For few who work to understand what
has gone wrong will be willing to accept defeat—without a fight.

[2lRonald J. Pestritto and William J. Atto, American Progressivism: A Reader (Lan—ham,
Md.: Lexington Books, 2008), 40—41, quoting “Who Is a Progressive,” April 1912 speech,
reprinted in Outlook 100, April 1912.

BlRjchard L. McCormick, “The Discovery That Business Corrupts Politics: A Reappraisal
of the Origins of Progressivism,” American Historical Review 86 (1981): 247, 270. There
is some contest among historians about how new this awareness was. Richard Hofstadter,
for example, argues “there was nothing new.” But as McCormick powerfully describes,
there was much about the mechanism to the emerging type of corruption that was not
understood generally, or broadly. And when it was understood, it sparked a powerful
political response. Ibid., 265. Beginning in 1906, “both major parties gushed in opposition
to what the Republicans now called the domination of corporate influences in public
affairs.’” Ibid., 263.

4l Jeffrey H. Birnbaum, The Money Men: The Real Story of Fund—raising’s Influence on
Political Power in America (New York: Crown Publishers, 2000), 29. See also the
extremely compelling account by Jack Beatty in Age of Betrayal (New York: Vintage,
2007).

Bl pestritto and Atto, American Progressivism, 215, quoting Roosevelt’s “The New
Nationalism,” Oct. 1910.

6l McCormick, “The Discovery that Business Corrupts Politics,” 247, 265.
[7LSpeech of Theodore Roosevelt, April 14, 1906, available at link #2.

181 John Joseph Wallis, “The Concept of Systematic Corruption in American History,” in
Edward Glaeser and Claudia Goldin, eds., Corruption and Reform (Chicago: University of
Chicago Press, 2006), 21 and 23, available at link #3.

Professor Michael Johnston is the dean of corruption studies. His Syndromes of
Corruption (2005) captures better the dynamic of corruption that I am describing. While
his work is comparative, and addresses the full range of corruption, including quid pro quo
corruption, the mechanism he describes in a number of nations is close to the conception
of “dependence corruption” described later.



PART I: THE NATURE OF THIS DISEASE

There are no vampires or dragons here. Our problems are much more pedestrian, much
more common. Indeed, anything we could say about the perpetrator of the corruption that
infects our government (Congress) we could likely say as well about ourselves. In this
part, I frame this sense of corruption, to make that link clear, and to make its solution more
obvious.



CHAPTER 1

Good Souls, Corrupted

In the summer of 1991, I spent a month alone on a beach in Costa Rica reading novels. I
had just finished clerking at the Supreme Court. That experience had depressed me
beyond measure. I had idolized the Court. It turns out humans work there. It would take
me years to relearn just how amazing that institution actually is. Before that, I was to
begin teaching at the University of Chicago Law School. I needed to clear my head.

I was staying at a small hotel near Jaco. In the center of the hotel was a large open—air
restaurant. At one end hung a TV, running all the time. The programs were in Spanish and
hence incomprehensible to me. The one bit someone did translate was a warning that
flashed before the station aired The Simpsons, advising parents that the show was
“antisocial,” not appropriate for kids.

Midway through that month, however, that television became the center of my life. On
Monday, August 19, I watched with astonishment the coverage of Russia’s August Putsch,
when hard-line Communists tried to wrest control of the nation from the reformer Mikhail
Gorbachev. Tanks were in the streets. Two years after Tiananmen, it felt inevitable that
something dramatic, and tragic, was going to happen. Again.

I sat staring at the TV for most of the day. I pestered people to interpret the commentary
for me. I annoyed the bartender by not drinking as I consumed the free TV. And I watched
with geeky awe as Boris Yeltsin climbed on top of a tank and challenged his nation to hold
on to the democracy the old Communists were trying to steal.

I will always remember that image. As with waking up to the Challenger disaster or
watching the reports of Bobby Kennedy’s assassination, I can remember those first
moments almost as clearly as if they were happening now. And I vividly remember
thinking about the extraordinary figure that Yeltsin was: bravely challenging in the name
of freedom a coup that if successful—and on August 19 there was no reason to doubt it
would be—would certainly result in the execution of this increasingly idolized defender of
the people.

Every other player in that mix seemed tainted or compromised, Gorbachev especially. And
compromise (what life at the Court had shown me) was exactly what the month away was
to allow me to escape. So at that moment, Yeltsin was the focus for me. Here was a man
who could be for Russia what George Washington had been for America. History had
given him the opportunity to join its exclusive club. It had taken some initial courage for
him to climb on, but on August 19, 1991, I couldn’t imagine how he could do anything
other than ride this opportunity to its inevitable end. If democracy seemed possible for the
former Soviets, it seemed possible only because it would have a voice through the rough
and angry Yeltsin.

That’s not, of course, how the story played out. No doubt Yeltsin’s position was
impossibly difficult. But over the balance of the 1990s, the heroic Yeltsin became a joke.
Perhaps unfairly—and certainly unfairly at the beginning, since his real troubles with



alcohol began only after he became Russia’s president./2—he was increasingly viewed as
a drunk. After his first summit with Yeltsin, Clinton became convinced that his addiction

was “more than a sporting problem.”1% The public didn’t even learn about the most
incredible incident until two years ago: on a visit to Washington to meet with Clinton,
Yeltsin was found by the Secret Service on a D.C. street in the predawn hours, dressed

only in underwear, trying in vain to flag down a taxi to take him to get pizza.!'! Yeltsin
fumbled his chance at history, all because of the lure of the bottle.

As clearly as I remember watching him on that tank on August 19, I remember thinking,
over the balance of that decade, about the special kind of bathos that Yeltsin betrayed. He
was handed a chance to save Russia from authoritarians. Yet even this gift wasn’t enough
to inspire him to stay straight.

Yeltsin is a type: a particular, and tragic, character type. No doubt a good soul, he wanted
and worked to do good for his nation. But he failed, in part because of a dependency that
conflicted with his duty to his nation. We can’t hate him. We could possibly feel sorry for
him. And we should certainly feel sorry for the millions who lost the chance of a certain
kind of free society because of this man’s dependency.

Such characters and such dependencies, however, are not limited to individuals.
Institutions can suffer them, too. Not because the individuals within the institutions are
themselves addicted to some drug or to alcohol. Maybe they are. No doubt many are.
That’s not my point. Instead, an institution can be corrupted in the same way Yeltsin was
when individuals within that institution become dependent upon an influence that distracts
them from the intended purpose of the institution. The distracting dependency corrupts the
institution.

Consider an obvious case.

A doctor at a medical school teaches students how to treat a certain condition. That
treatment involves a choice among a number of drugs. Those drugs are produced by a
number of competing drug companies. One of those companies begins to offer the doctor
speaking opportunities—relatively well paid, and with reliable regularity. The doctor
begins to depend upon this income. She buys a fancier car, or a vacation house on a lake.
And while there’s no agreement, express or implied, about the doctor’s recommending the
drug company’s treatment over others, assume the doctor knows that the company knows
what in fact she is recommending. Indeed, it is amazing if you don’t know this, that drug
companies are able to track precisely which drugs a particular doctor prescribes, or not,
and therefore adjust their marketing accordingly.

In this simple example, we have all the elements of the kind of corruption I am concerned
with here. The institution of medical education has a fairly clear purpose—Harvard’s is to
“create and nurture a diverse community of the best people committed to leadership in
alleviating human suffering caused by disease.” That purpose requires doctors to make
judgments objectively meaning based upon, or dependent upon, the best available science
about the benefits and costs of various treatments. If a doctor within that institution
compromises that objectivity by weighing more heavily, or less critically, the treatments
from one company over another, we can say that her behavior would tend to corrupt the
institution of education—her dependency upon the drug company has led her to be less



objective in her judgment about alternatives.

Of course, we can’t simply assume that money for speaking would bias the doctor’s
judgment. There is plenty of research to show why it could, but so far that research is an

argument, not proof.12] It is at least possible that such an arrangement leaves the judgment
of the scientist unaffected. Although, again, my own reading of the evidence suggests
that’s unlikely. But my point just now is not to prove the effect of money. It is instead to

clarify one conception of corruption.!3! It is perfectly accurate to say that if the
relationship between the doctor and the drug company affected the objectivity of the
doctor, then the relationship “corrupted” the doctor and her institution.

In saying this, however, we need not be saying that the doctor is an evil or bad person. If
our doctor has sinned, her sin is ordinary, understandable. And indeed, among doctors in
her position, her “sin” is likely not even viewed as a sin. The freedom or latitude to
supplement one’s income is an obvious good. To anyone with kids, or a mortgage, it feels
like a necessity. We can all, if we’re honest, imagine ourselves in her position precisely.
Ordinary and decent people engage all the time in just this sort of compromise. It is the
stuff of modern life, to be managed, not condemned, because if condemned, ignored.

We manage this sort of corruption by, first, recognizing its elements and, second,
evaluating explicitly whether the institution can afford the compromise it produces. We
recognize its elements by being explicit about the range of influences that operate upon
individuals within that institution—particular influences within, we could say, an economy
of influence. Some of those influences may be too random to regulate. Some may be the
sort that any mature understanding of human nature would say produced a dependency.

Where there is such a dependency, those responsible for the effectiveness of the institution
must ask whether that dependency too severely weakens the independence of the
institution. If they don’t ask this question, then they betray the institution they serve.

By invoking this idea of dependency, I mean to evoke a congeries of ideas: a dependency
develops over time; it sets a pattern of interaction that builds upon itself; it develops a
resistance to breaking that pattern; it feeds a need that some find easier to resist than
others; satisfying that need creates its own reward; that reward makes giving up the
dependency difficult; for some, it makes it impossible.

We all understand how these ideas map onto Yeltsin’s struggle. Few of us have not been
harmed by, or not done harm as, an alcoholic. We get this dynamic. We have lived with it.

How these ideas map onto an institution, however, is something we need still to work out.
Institutions are not spirits. They don’t act except through individuals. Yet each of these
ideas is at least understandable when we think of an institution in which key individuals
have become distracted by an improper, or conflicting, dependency.

That distraction is the corruption at the core of this book. Call it dependence corruption.

141 A5 T will show in the pages that follow, it is this pattern precisely that weakens our
government. It is this pattern that explains that corruption without assuming evil or
criminal souls at the helm. It will help us, in other words, understand a pathology that all
of us acknowledge (at the level of the institution) without assuming a pathology that few
could fairly believe (at the level of the individual).



As an introduction to dependence corruption, consider a link between the idea and an
example more directly related to the aim of this book.

Imagine a young democracy, its legislators passionate and eager to serve their new
republic. A neighboring king begins to send the legislators gifts. Wine. Women. Or wealth.
Soon the legislators have a life that depends, in part at least, upon those gifts. They
couldn’t live as comfortably without them, and they slowly come to recognize this. They
bend their work to protect their gifts. They develop a sixth sense about how what they do
in their work might threaten, or trouble, the foreign king. They avoid such topics. They
work instead to keep the foreign king happy, even if that conflicts with the interests of
their own people.

Just such a dynamic was the fear that led our Framers to add to our Constitution a strange
and favorite clause of mine. As Article I, section 9, clause 8, states,

[ N ]Jo Person holding any Office of Profit or Trust under [the United States], shall,
without the Consent of the Congress, accept of any present, Emolument, Office, or
Title, of any kind whatever, from any King, Prince, or foreign State.

The motivation for this clause was both contemporary to the Framers and a part of their
history. At the time of the founding, the king of France had made it a practice to give
expensive gifts to departing ambassadors when they had successfully negotiated a treaty.
In 1780 he gave Arthur Lee a portrait of himself set in diamonds and fixed above a gold
snuff box. In 1784 he gave Benjamin Franklin a similar portrait, also set in diamonds. The
practice was common throughout Europe. During negotiations with Spain, for example,
the king of Spain presented John Jay with a horse. Each of these gifts raised a reasonable
concern: Would agents of the republic keep their loyalties clear if in the background they
had in view these expected gifts from foreign kings? Would the promised or expected gift
give them an extra push to close an agreement, even if (ever so slightly) against the
interests of their nation?

The same fear was a part of England’s past. The reign of Charles II was stained by the fact
that he, and most of his ministers, received payments (“emoluments”) from the French
Crown while in exile in France. Many believed the British monarchy thus became
dependent upon those emoluments, and hence upon France. Those emoluments were

viewed as a form of corruption, even if there was no clear quid pro quo tied to the gifts.[15]

Likewise with the relationship of the British Crown to ministers in Parliament: The core
corruption the Framers wanted to avoid was Parliament’s loss of independence from the
Crown because the king had showered members of Parliament with offices and perks that

few would have the strength to resist..18! Members were thus pulled to the view of the
king, and away from the view of the people they were intended to represent.

In each of these cases, the concern was not just a single episode. It was a practice. The fear
was not just that a particular minister might be bribed. It was that many ministers might
develop the wrong sensibilities. The fear, in other words, was that a dependency might
develop that would draw the institution away from the purpose it was intended to serve:
The people. The realm. The commons.



Think about it like this: Imagine a compass, its earnest arrow pointing to the magnetic
north. We all have a trusting sense of how this magical device works. When we turn with
the compass in our hands, the needle turns back. It is to track the magnetic north,
regardless of the spin we give it.

Now imagine we’ve rubbed a lodestone on the metal casing of the compass, near the mark
for “west.” The arrow shifts. Slightly. That shift is called the “magnetic deviation.” It
represents the error induced by the added magnetic field.

Magnetic north was the intended dependence. Tracking magnetic north is the purpose of
the device. The lodestone creates a competing dependence. That competing dependence
produces an error. A corruption. And we can see that error as a metaphor for the
corruption that I am describing by the term dependence corruption.

If small enough, the magnetic deviation could allow us to believe that the compass
remains true. Yet it is not true. However subtle, however close, however ambiguous the
effect might be, the deviation corrupts.

Depending on the context, depending on the time, depending on the people, that
corruption will matter. Repairing it, at least sometimes, will be critical.

Bl The first prominent reports of Yeltsin’s drunkenness came from a trip to the United
States in 1989. Those reports were later discredited, including by the U.S. reporter who
first reported them. Leon Aron, Yeltsin: A Revolutionary Life (New York: St. Martin’s,
2000), 324, 344-48.

L0l Taylor Branch, The Clinton Tapes (New York: Simon and Schuster, 2009), 56.
Ul 1bid., 198.

2l See e.g., “The Scientific Basis of Influence and Reciprocity: A Symposium,” June 12,
2007, Washington, D C. (Association of America’s Medical Colleges).

I3l Dennis Thompson’s work goes the furthest in distinguishing institutional from
individual corruption. His conception of institutional corruption, however, is more
strongly tied to private interest than my own. See “Two Concepts of Corruption,” 12, n. 11
(Paper presented at an E. J. Safra Lab workshop, Nov. 2010). In my view, if an institution
has an intended dependency, we should be able to call deviation from that dependency
“corruption,” regardless of whether or not it is motivated by private interest. Dependency
corruption as I describe it later thus violates the independence of an institution. But not
only because it “tends to promote private interests.” Ibid., 2.

141 A5 will become clear in the balance of this book, the term dependence corruption
describes the process of governance. It doesn’t point to a particular tainted result. It is thus
distinct from the three end—state types of corruption described by Burke, quid pro quo,
monetary influence, and distortion, in the sense that it could exist even if there were none
of these three end—state corruptions present. See Thomas F. Burke, “The Concept of
Corruption in Campaign Finance Law,” Constitutional Commentary 14 (1997): 127, 131.



51 See Godfrey Davies, “Charles II in 1660,” Huntington Library Quarterly 19 (1956):
245, 254-55. (“For about two years, 1654 to 1656, Charles lived at Cologne, in moderate
comfort so long as the French paid him a pension.”) See also Clyde L. Grose, “Louis
XIV’s Financial Relations with Charles II and the English Parliament,” Journal of Modern
History 1 (1929): 177, 204.

161 A5 Pierce Butler described at the convention, “A man takes a seat in parliament to get
an office for himself or friends, or both; and this is the great source from which flows its
great venality and corruption.” Notes of Robert Yates (June 22, 1787), in Records of the
Federal Convention of 1787, vol.1, ed. Max Farrand, 1966, 379, quoting Butler.



CHAPTER 2

Good Questions, Raised



I

It is late at night, a sleepless night, as all nights have been since the birth of your child.
The kid is crying. You stumble into her room to change her. She is frantic, maybe afraid.
You fumble in the dark for the pacifier, which will magically turn this anxious source of
joy into a sleeping baby. You give her the pacifier. She starts sucking. And then an evil
demon drops a single thought into your head, a question perfectly crafted to keep you up
for the rest of the night: How do you know that plastic is safe?

And not just that plastic. What about the plastic of her cereal bowl? Or her bottle? Or the
soft spoon you use to feed her? Or anything else that she puts in her mouth, which of
course, for months of her life, is absolutely anything she can touch?

If you’re like I was about a decade ago (and this is not a fact I'm proud of), you’ll answer
that question with a calming reassurance: Obviously the plastic is safe. We spend billions
running agencies designed to ensure the safety of the stuff we put in our mouths. How
could it possibly be that the safety of something a baby puts into his mouth could still be
in doubt? A hundred years of consumer safety law haven’t left something as obvious as
that untested.

I would have delivered that lecture to myself with some pride. This isn’t a political issue.
There’s no Republican in the U.S. Congress who believes that the products our children
consume should be unsafe or untested. Instead, we have all come to the view that the
complexity of modern society demands this minimal regulatory assurance at least.

Not all societies are yet at this place. The weekend my wife and I discovered she was
pregnant with our first child, we were in China. In the paper that morning was the story of
a Chinese businessman who had been convicted for selling sugar water as baby formula.
Parents who had relied upon the assurances of safety printed on the bottles watched in
horror as their children bloated and died. The owner of the factory defended himself in a
Chinese court with words Charles Dickens might have penned: “No one forced these
parents to use my formula. They chose to use it. Any deaths are their own fault, not mine.”

But in fact, the demon pestering you as you lie awake in bed after putting your child back
to sleep has asked a pretty good question. For years my wife imported our pacifiers from
Europe. Until I began the research for this book, I never asked why. “BPA” (aka Bisphenol
A), she said. In America, the vast majority of soft plastic for children contains BPA. In
many countries around Europe that chemical has been removed from children’s products.

Why?

Among the complexities in the development of a fetus is the precision of its timing.
Certain things must happen at certain times, and ordinarily they do. At certain times, for
example, exposure of the fetus to estrogen can be harmful. At those precise times, the
fetus develops a protective layer, a sex—hormone-binding globulin, that blocks the fetus
from its mother’s estrogen.

In the mid—1990s, Frederick vom Saal, a professor of biological sciences now at the
University of Missouri—Columbia, began to wonder whether the same blocking



mechanism blocked man—-made estrogenic chemicals as well. Those chemicals, in theory
at least, could have the same harmful effect on the fetus. Did sex—hormone—binding
globulins protect against those, too?

The answer was not good. “The great majority of man—-made chemicals,” vom Saal found,
“are not inhibited from entering cells like natural estrogens are.” Worse, vom Saal found,
“the receptor in the cell that causes changes when estrogen binds to it [remember, changes
that can, at specific stages of development, be extremely harmful] is very responsive” to

synthetic estrogenic chemicals, including BPA.1Z]

Armed with (and alarmed by) this finding, vom Saal and others started testing the actual
effects of BPA on the development of mice. The findings confirmed their worst fears. And
because the “molecular mechanisms at the cellular level [produce] no difference in the
way that mouse and rat cells respond to BPA and the way that human cells respond to

it,”18] yom Saal believed he had tripped onto a potential health disaster. Almost everyone
(95 percent) within the developed world now has “blood levels of [BPA] within the range
that is predicted to be biologically active,” based on animal studies conducted with low

doses of the chemical.”l A study by the Harvard School of Public Health found that
“BPA concentrations increased by 69% in the urine of subjects who drank from plastic

bottles containing BPA.”29 Some studies have even detected BPA in the cord blood of

newborns.[2H The consequences of this exposure according to this study range from
“reduced sperm count to spontaneous miscarriages; from prostate and breast cancers to
degenerative brain diseases; from attention deficit disorders to obesity and insulin

resistance, which links it to Type 2 diabetes.”(22] Indeed, just last year, “the White House
task force on childhood obesity worried [that BPA] might be promoting obesity in

children.”[23] Its fear followed this extensive and growing research.

Vom Saal’s conclusions are not his alone. Indeed, to give the issue prominence, more than
thirty—six “of the world’s best brains on BPA” signed “an unprecedented consensus

statement [that] laid out [the] chilling conclusions” of the research.[24! In the view of these
scientists, BPA is a danger already causing significant harm to children in developed
nations, and will no doubt cause more harm in the years to come.

Not all scientists agree with vom Saal and his colleagues, however. Indeed, there are many
who believe BPA is either harmless or not yet proven to cause harm in humans. Many of
the studies of BPA, these scientists believe, have been methodologically flawed. Indeed,
the National Institutes of Health itself has acknowledged problems with some of the

research.[23] Regulations that would ban BPA, these scientists believe, are an unnecessary
burden that will only raise the cost of the products our children need (and yes, reader who
has never had a child, children need pacifiers).

Among those insisting upon the safety of BPA is, not surprisingly, the industry that
produces it. In December 2009, Harper’s published a summary memo from a meeting of
the “BPA Joint Trade Association.” That meeting was intended to “develop potential
communication/media strategies around BPA.” Members at the meeting believed that a
“balance of legislative and grassroots outreach (to young mothers and students) is
imperative to the stability of their industry.” Among the strategies discussed was “using
fear tactics (e.g., ‘Do you want to have access to baby food anymore?’),” and urging that



consumers should have choice (e.g., “You have a choice: the more expensive product that
is frozen or fresh, or foods packaged in cans”). The association was concerned that the
“media is starting to ignore their side,” and “doubts obtaining a scientific spokesman is
attainable.” The memo identified the “holy grail spokesman” for the BPA industry in the
minds of these committee members: a “pregnant young mother who would be willing to

speak around the country about the benefits of BPA.”125

Okay, so some say that BPA is dangerous. Some say it is not. You may be with me in the
former camp, or you may be in the latter camp. Both views are fair enough.

But notice how your feelings change when you read the following:

Since vom Saal published his first study in 1997, there have been at least 176 studies of
the low—dose effects of BPA. Thirteen of these studies have been sponsored by industry.
The balance (163) have been funded by the government, and conducted at universities.
The industry—funded studies have the advantage of being large scale. Most of the
government—funded studies are smaller scale. Nonetheless, here are the results:

All of the large—scale studies found no evidence of harm. When added to the smaller—scale
studies, this meant about 24 out of the 176 found no evidence of harm. But 152 of these
studies did find evidence of harm. So from this perspective, we could say about 15 percent
of the studies found the chemical harmless, while 85 percent found it potentially harmful.
[27]

That doesn’t sound good for BPA. And it does not get any better.

If you divide the studies on the basis of their funding, the results are even starker.

HARM NO HARM
Industry Funded 0 13

(0%) (100%)
Independently Funded 152 11

(86%) (14%)

In a single line, none of the industry—funded studies found evidence of harm, while more
than 85 percent of the independent studies did.

Researchers who conduct these industry—sponsored studies are of course “offended,” as
one director commented, “when someone suggests that who pays for the study determines

the outcome.”28! She explains the difference by pointing to the “nature of the study,” not
“who pays for the studies.” Independent studies “typically focus on hazards, or the
intrinsic capacity to do harm,” while industry—funded studies “are interested in

determining the risks of exposure.”22

Maybe. And maybe that’s enough to explain the difference. But here is the point I want
you to recognize: Some will read this analysis and conclude that BPA is unsafe. Some will
read it and won’t change their view of BPA in the slightest. But the vast majority will read
this analysis and become less certain about whether BPA is safe. The presence of money
with the wrong relationship to the truth is enough to dislodge at least some of the



confidence that these souls once had.

And among those not so sure, at least some will have the reaction that I did, and do, every
time I hand my kid a piece of plastic: It is absurd that in America I don’t know if the thing
I’'m feeding my child with is safe—for her or for us.

1171 Nena Baker, The Body Toxic (New York: North Point Press, 2008), 153.
H8l1bid., 142.
L9l 1hid.

L0 House of Representatives, Congress of the United States, Committee on Energy and
Commerce (2009).

2l penise Grady, “In Feast of Data on BPA Plastic, No Final Answer,” New York Times,
Sept.6, 2010, D1, available at link #4.

[221 Baker, The Body Toxic, 155, quoting Pete Mayers.
1231 Grady, “In Feast of Data on BPA Plastic.”
241 Baker, The Body Toxic, 142.

251 Trevor Butterworth, “Science Suppressed: How America Became Obsessed with
BPA,” Statistical Assessment Service, June 12, 2009, available at link #5. See also Gina
Kolata, “Flaws in the Case Against BPA,” New York Times, June 30, 2009, posted to
TierneyLab, available at link #6.

[261 «gpin the Bottle,” Harper’s, Dec.2009, at link #7.

271 Baker, The Body Toxic, 144.
[28 1hiq.

[291 1hiq.



I1

The next time you’re holding your cell phone against your ear and notice your ear getting
a bit warm, ask yourself this question: Is your cell phone safe? Does the radiation coming
from that handheld device—microwave radiation, emitted one inch from your brain—
cause damage to your brain? Or head? Or hand?

The vast majority of Americans (70 percent) either believe the answer to the latter

question is no or they don’t know.3¥ Part of that belief comes from the same sort of
confidence I’ve just described—we’ve had cell phone technology for almost fifty years;
certainly someone must have determined whether the radiation does any damage. Part of
that belief could also come from reports of actual studies—hundreds of studies of cell
phone radiation have concluded that cell phones cause no increased risk of biological

harm.l2l And, finally, part of that belief comes from a familiar psychological
phenomenon: cognitive dissonance—it would be too hard to believe to the contrary. Like
smokers who disbelieved reports about the link between smoking and lung cancer, we cell
phone users would find it too hard to accept that this essential technology of modern life
was in fact (yet) another ticking cancer time bomb.

Yet, once again, the research raises some questions.

Depending on how you count, there have been at least three hundred studies related to cell
phone safety—or, more precisely, studies that try to determine if there is any “biologic
effect” from cell phone radiation. The most prominent of these is a recent, $24 million
UN-sponsored study covering thirteen thousand users in thirteen nations for more than a
decade. That study was deemed “inconclusive,” but it did find that “frequent cell phone

use may increase the chances of developing rare but deadly forms of brain cancer.”!32
Specifically, the study found up to “40% higher incidence of glioma among the top 10

percent of people who” used their phone the most.[33] That qualification may give you
comfort, at least if you don’t think of yourself as one of those sad souls glued to their cell
phones. But don’t get too comfortable yet, because the study was conceived more than a
decade ago, when “heavy use” was actually quite moderate by today’s standards: thirty

minutes a day put you in the highest category for the purposes of this study.[34! Indeed, as
Dr. Devra Davis writes in her book Disconnect (2010), there’s a very general problem
with the established standards for cell phone usage: “Today’s standards...were set in 1993,
based on models that used a very large heavy man with an eleven—pound head talking for
six minutes, when fewer than 10% of all adults had cell phones. Half of all ten—year—olds

now have cell phones. Some young adults use phones for more than four hours a day.”'3

The concern that I want to flag, however, begins, again, when one looks at the source of
these studies. Dr. Henry Lai of the University of Washington has examined 326 of these
radiation studies. His analysis divides the studies into those that found some biologic
effect and those that did not. Good news: the numbers are about even. Fifty—six percent of
the studies found a biologic effect, while 44 percent did not. Not great (for cell phone
users), but perhaps not reason enough (yet) to chuck your iPhone.

But Professor Lai then divided the studies into those that were funded by industry and



those that were not. Once that division was made, the numbers no longer seemed so
benign. Industry—funded studies overwhelmingly found no biologic effect, while
independent studies found overwhelmingly that there was a biologic effect.

BIOLOGIC EFFECT NO BIOLOGIC EFFECT

Industry Funded 27 69
(28%) (72%)

Independently Funded 154 76
(67%) (33%)

Lai’s work is careful, but it has not yet been published in a peer-reviewed journal. Its
conclusions, however, have been supported by important peer-reviewed work. In a paper
published in 2007 in the journal Environmental Health Perspectives, researchers reviewed
published studies of controlled exposure to radio—frequency radiation. They isolated fifty—
nine studies that they believed meaningful, and divided those into ones funded by industry,
funded by the public or charity, and funded in a mixed way.

Their conclusions are consistent with Lai’s. As they wrote, “studies funded exclusively by
industry were indeed substantially less likely to report statistically significant effects on a
range of end points that may be relevant to health.”!38! This conclusion added “to the
existing evidence that single—source sponsorship is associated with outcomes that favor

the sponsors’ products.”!3
So how do these facts affect your view of cell phones?

Again, some will conclude that cell phones are dangerous. Some will continue to believe
that they are safe. But the majority will process these facts by concluding that they are
now no longer sure about whether cell phones are safe. The mere fact of money in the
wrong place changes their confidence about this question of science.

B0 Kevin Stein et al., “Prevalence and Sociodemographic Correlates of Beliefs Regarding
Cancer Risks,” Cancer 110 (2007): 1141, available at link #8.

B The most significant biologic effect here is damage to DNA. As Devra Davis writes,
the “first time anyone had seen direct evidence that cell-phone—type radiation adversely
affected DNA” was 1994. Devra Davis, Disconnect: The Truth About Cell Phone
Radiation, What the Industry Has Done to Hide It, and How to Protect Your Family (New
York: Dutton Adult, 2010), 229. Since then there have been many other studies, including
an “extraordinary review” that concluded “cell phone radiation does damage DNA.”

[32] Frank Jordans, “Study on Cell Phone Link to Cancer Inconclusive,” available at link
#9. The World Health Organization’s International Agency for Research on Cancer
(IARC) recently concluded that the radio frequency used by cell phones is possibly
carcinogenic. See Press Release N0.208, May 31, 2011, available at link #10.



[3311hid.
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351 Davis, Disconnect, 229.

1361 Anke Huss, Matthias Egger, Kerstin Hug, Karin Huwiler—Miintener, and Martin
Roosli, “Source of Funding and Results of Studies of Health Effects of Mobile Phone Use:

Systematic Review of Experimental Studies,” Environmental Health Perspectives 115
(2007): 1, 3.

37 1hid.



II1

These two stories rely upon an obvious intuition—that money in the wrong places makes
us trust less. My colleagues and I at Harvard wanted to test that intuition more
systematically. Can we really show that money wrongly placed weakens the confidence or
trust that people have in any particular institution? And if it does, does it have the same
effect regardless of the institution? Or are some institutions more vulnerable—more
untrustworthy—than others?

Our experiment presented participants with a series of vignettes in three different
institutional contexts: politics, medicine, and consumer products. In each context, the
cases differed only by the extent to which an actor’s financial incentive was described to
be dependent upon a particular outcome.

Across all three of the domains we tested, the mere suggestion of a link between financial
incentives and a particular outcome significantly influenced the participants’ trust and
confidence in the underlying actor or institution. Doctors’ advice was judged to be less
trustworthy if the procedure they recommended was tied to a financial incentive.
Politicians were judged to be less trustworthy if they supported a policy consistent with
the agenda of contributing lobbyists. Researchers for consumer products were judged less
trustworthy if their work was funded by an agency that had a financial stake in the
outcome. And most surprisingly to us, these variations in the hypothetical we presented
also significantly influenced the participants’ judgments of their own doctors, politicians,
and consumer goods. Even the suggestion of one bad apple was enough to spoil the barrel.

In each of these contexts, of course, we might well say that the participants made a logical
mistake. In none of the cases did we prove that the money was affecting the results. In
none of the cases did we even suggest that it was. But logic notwithstanding, trust was
affected merely because money was present in a way that could have biased the results.
We infer bias from the structure of the case. Rightly or wrongly, this is how we read.



IV

The field of “conflicts of interest”138] focuses on the question of when we should be
concerned about dueling loyalties within a single decision maker or single institution. If,
for example, you’re a judge deciding a billion—dollar lawsuit brought against Exxon, the
fact that you’ve got any financial connection to Exxon, however small, is enough to
disqualify you from that suit. Your decision should depend upon the law alone. And one
fear addressed by “conflicts” rules is that your loyalty might be split between the law and
your own personal gain.

But come on—a single share of Exxon stock is enough to get a judge kicked from the
case? Does anyone actually believe that a judge would throw a case because her stock
might move from sixty dollars to sixty—one? Why does the law worry about such tiny
things? Or, more sharply, why would it require a judge to step aside merely because, as the
law states, her “impartiality might reasonably be questioned”? Shouldn’t the test be
whether the judge is partial? And if she is not partial, then shouldn’t the question of
whether people “might reasonably question her impartiality” be irrelevant? We don’t lock
people up in jail merely because other people “might reasonably” believe they’re guilty.
Why do we kick a judge from the bench?

Imagine a judge we know is impartial. Put aside how we know that; just assume that we
do. If we know the judge is impartial, why should the fact that others might “reasonably”
think otherwise matter? Sure, if we don’t know, what others might “reasonably” think
might be important. But what if we do know?

The answer to these questions is that uncertainty has its own effect. The law might say
someone is innocent until proven guilty. But law be damned, if you learn that a school bus
driver has been charged with drunk driving, you’re going to think twice before you put
your child on his bus. Indeed, even if you think the charge is likely false, the mere chance
that it is true may well be enough (and rationally so) for you to decide to drive your kid
rather than risk his life on the bus. The charge doesn’t make the driver “guilty” in your
head; but it certainly will affect whether you think it makes sense to let him drive your kid.

That’s the same (Bayesian) principle that guides conflict—of—interest analysis.[32l The legal
system doesn’t assume that a judge is partial merely because her “impartiality might
reasonably be questioned.” But it does assume that the fact that her “impartiality might
reasonably be questioned” will affect people’s trust of the judicial system. And so to
protect the system, or, more precisely, to protect trust in the system, the system takes no
chances. As President William Howard Taft explained in his “Four Aspects of Civic
Duty”:

This same principle is one that should lead judges not to accept courtesies like
railroad passes from persons or companies frequently litigants in their courts. It is not
that such courtesies would really influence them to decide a case in favor of such
litigants when justice required a different result; but the possible evil is that if the
defeated litigant learns of the extension of such courtesy to the judge or the court by
his opponent he cannot be convinced that his cause was heard by an indifferent



tribunal, and it weakens the authority and the general standing of the court.4%

The legal system thus avoids that chance. Or at least it takes the smallest chances it can. In
this sense, following Professor Dennis Thompson, we can say that the “appearance
standard identifies a distinct wrong, independent of and no less serious than the wrong of

which it is an appearance”—because of this effect.4L!

But there’s another side to this “impartiality might reasonably be questioned” standard that
people often miss: the word reasonably. The question isn’t whether any crazy person
might wonder if a judge were biased. (“Your Honor, I notice you have the same birthday
as the plaintiff, and I am concerned that might mean you are biased against Capricorns.”)

The question is what a “reasonable” person might think.[42! And so a reasonable question
might be: Why stop at “reasonable”? If the objective is to protect the system, why not
require recusal whenever someone in good faith at least worries that the judge is biased?

I learned about this side of the recusal rules the hard way. On December 11, 1997, the
judge in the Microsoft antitrust trial appointed me a “special master” in that case. That
meant [ was to be a quasi, temporary, mini—judge, charged with understanding, and then
making understandable, a complex technical question about how Windows was “bundled”
with Internet Explorer. Microsoft didn’t want a special master in the case, or at least they
didn’t want me. So almost immediately after the appointment, they launched a fairly
aggressive campaign, in the courts and in the press, to get me removed. Their opening bid
was that I used a Mac (on the theory that a neutral master would use Windows). It went
downhill from there.

My first reaction to this firestorm (coward that I am) was to flee.

To resign. I didn’t need the anger. I certainly didn’t need the hate mail (and there was tons
of that). But when I spoke to a couple of friends who were federal judges, they insisted
that it would be wrong for me to resign. If a party could dump a judge merely by
complaining, then parties could simply dial through all the judges until they found the one
they liked best. The test, as I was told, was not whether a party could question my
impartiality. The question was whether my “impartiality might reasonably be questioned.”
In their view, given the facts, it could not.

This story will help us understand the dynamic I described earlier in this chapter. In both
cases, there was a factual question at stake: Is BPA, or are cell phones, safe? In both of
those cases, there was a process by which that question was answered: scientific studies
that presumably applied scientific standards to reach their results. But in both cases, there
was also an influence present when conducting those studies that made at least some of us
wonder. Why—except bias, one way or the other—would 72 percent of industry—funded
studies find no danger from cell phones when 67 percent of independent studies found
danger? Why would 100 percent of industry—funded studies find no harm from BPA while
86 percent of independently funded studies found some harm? And is it reasonable that
someone would wonder about this scientific integrity given these differences?

That question at the very least reduces our confidence in the resulting claims of safety.
Like a mom deciding to drive her kid to school rather than let him ride the school bus, that
lack of confidence could also change how we behave. Again, not because we’ve



necessarily concluded that something is unsafe, but because we now have reason to doubt
whether something we thought safe actually is. That reason is the presence of an interested
party, suggesting that it might have been interest, not science, that explains the difference
in the result.

Put most simply: the mere presence of money with a certain relationship to the results
makes us less confident about those results.

What follows from this put-most—simply fact, however, is not itself simple. The concern
about conflicts must be “reasonable,” as I’ve described, and there are many contexts in
which we can’t simply wish away the money that weakens our confidence. Sixty—three

percent of drug trials are funded by the pharmaceutical industry.#3 We can’t just pretend
that’s a small number, or wish the government would step in to fund trials on its own.
Likewise with chemicals such as BPA or devices such as cell phones: It’s a free country.
The government should have no power to ban industry from studying its own chemicals or
devices, and publishing to the world those results, at least barring fraud.

Instead, our response to this conflict, or potential conflict, is always going to be more
complicated. We need to ask whether there is a feasible or reasonable way to win back the
confidence that the presence of money takes away. Are there procedures that would
remove the doubt of the reasonable person? Are there other ways to earn back that
confidence?

38l See generally Dennis F. Thompson, “Understanding Financial Conflicts of Interest,”
New England Journal of Medicine 329 (1993): 573; “Conflicts of Interest,” Responsible
Conduct of Research, available at link #11 (last visited June 21, 2011); Michael
McDonald, “Ethics and Conflict of Interest,” The W. Maurice Young Center for Applied
Ethics (Oct.21, 2007), available at link #12.

B9 For a related analysis in the context of public health research, see Katherine A.
McComas, “The Role of Trust in Health Communication and the Effect of Conflicts of
Interest Among Scientists,” Proceedings of the Nutrition Society 67 (2008): 428n,
available at link #13.

401 Robert C. Brooks, Corruption in American Politics and Life (New York: Dodd, Mead
and Company, 1910), 93.

4l Dennis F. Thompson, Ethics in Congress: From Individual to Institutional Corruption
(Washington, D.C.: The Brookings Institution, 1995), 124.

4211 don’t mean to suggest that this is an easy question to answer. This is the lesson of
Peter Morgan and Glenn Reynolds’s powerful book, The Appearance of Impropriety (New
York: Free Press, 1997). In example after example, Morgan and Reynolds demonstrate the
political system’s inability to distinguish real from fabricated political conflicts. This
problem will only grow as the political environment becomes more poisonous. I don’t
pretend to offer any solution to bad faith, though as I emphasize in “Against
Transparency” (New Republic, Oct.9, 2009), the most obvious solution is to eliminate the
suggestion that there may be a conflict.



431 Florence T. Bourgeois, Srinivas Murthy, and Kenneth D. Mandl, “Outcome Reporting
Among Drug Trials Registered in ClinicalTrials.gov,” Annals of Internal Medicine 153
no.3 (Aug.3, 2010): 158-66, 159, available at link #14.
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Many private institutions get this. Many structure themselves in light of it, taking the risk
of this apparent corruption into account and pushing it off the table.

If you’re old enough to remember the Internet circa 1998, you may remember thinking, as
I did then, “This is a disaster. There’s no good way to search this network without
drowning in advertising muck.” Then came Google, committed to the idea, and
convincing in their commitment, that at least the core search results (not the “sponsored
links” but the core bottom—left frame of a search screen) were true, that they reflected
relevance as judged by some disinterested soul (maybe the Nets), not as bought by the
advertisers. As the founders wrote at the time,

We expect that advertising funded search engines will be inherently biased towards
the advertisers and away from the needs of consumers.... [ T ]Jhe better the search
engine is, the fewer advertisements will be needed for the consumer to find what they
want.... [ W ]e believe the issue of advertising causes enough mixed incentives that it

is crucial to have a competitive search engine that is transparent and in the academic
realm.[44]

That commitment gave us confidence. It lets us trust the system, and trust Google.

The same with Wikipedia. Wikipedia doesn’t accept advertising. As it is the fifth most
visited site on the Internet, that means it leaves about $150 million on the table every year.

[45] A5 a believer in Wikipedia, and the values of Wikipedians, this is a hard fact for me to
swallow. The good (at least from my perspective) that could be done with $150 million a
year is not trivial. So what is the good that the world gets in exchange for Wikipedia’s
abstemiousness?

As Jimmy Wales, founder of Wikipedia, described it to me, “[ W ]e do care that...the
general public looks to Wikipedia in all of its glories and all of its flaws, which are
numerous of course. But the one thing they don’t say is, “Well, I don’t trust Wikipedia

because it’s all basically advertising fluff.’”146

So the Wikipedia community spends $150 million each year to secure the site’s
independence from apparent commercial bias. Wow.

Or again, think about the Lonely Planet series. Among the most popular travel books in

the world (with 13 percent of the market share),#Z) Lonely Planet has earned the trust of
many. It is a reliable source for information about the unknown places you might visit. I
use the books as often as I can.

But in gathering the information for its books, Lonely Planet needs to assure, both itself
and its readers, that the reviews it is relying upon are trustworthy. And it strives to earn
that trust with a very clear policy: “Why is our travel information the best in the world?
It’s simple. Our authors are passionate, dedicated travelers. They don’t take freebies in
exchange for positive coverage so you can be sure the advice you’re given is impartial.”



In all three of these cases, these private entities depend for their success upon the public
trusting them. So they adopt rules that help them earn that trust. These rules alone, of
course, are not enough. But they help. It is because of them that I have reason at least to
give the institution the benefit of the doubt. Or, more important, it is because of these rules
that I don’t automatically assume financial bias whenever I see something I don’t
understand, or don’t agree with. These clear and strong rules cushion skepticism; they
make trust possible because they give the public a reason to believe that the institution will
act as it has signaled it would act.

These freedom-—restricting rules, moreover, are self—imposed. Search results with integrity
were a competitive advantage for Google. That’s part of why it made that choice. The
same with Wikipedia: The Internet is filled with ad—driven information sites. Wikipedia’s
choice gave it a competitive advantage over others, and a community advantage as it tried
to attract authors. Likewise with Lonely Planet: It wants a brand people can trust, as a way
to sell more books. It therefore restricts its freedom to better achieve its goals.

In none of these cases was government regulation necessary. In none of the cases did some
professional body, such as the Bar Association or the AMA, need to intervene to force the
companies to do what was “right.” “What was right” coincided perfectly with what was in
the best interest of these entities. As Adam Smith famously said, they were “in this, as in
many other cases, led by an invisible hand to promote an end which was no part of [their]

intention.”48

That’s not always true of course. Indeed, as we’ll see, pursuing self—interest alone, without
the proper regulatory structure, is often fatal to the public interest. But here, private
interests coincide with a public good. Government intervention was therefore not
necessary.

I’m sure that with each of these entities, this freedom-restricting rule wasn’t obvious, at
least at the time it was chosen. Just at the time Google launched in a big way, the biggest
competitor was ad—driven Yahoo. At the time, I’m sure everyone thought the future of
Internet search was simply Yellow Pages on steroids. Wikipedi—ans fight all the time about
whether the restriction on advertising is actually necessary. And I’m quite sure that the
editors at Lonely Planet have at least thought about how much cheaper their production
costs would be if the reviewers got comp’d meals and lodging. My claim with each is not
that the choice was easy or obvious. It is instead that the choice was made with the belief
that the choice, regardless of the cost, was in the long—term interests of that institution.

In each case, these institutions recognized that to preserve a public’s trust, they had to steel
themselves against a public’s cynicism. They had to starve that cynicism by structuring
themselves to block the obvious cynical inference that money in the wrong place creates.
Not money. Money in the wrong place. If properly cabined, or properly insulated, money
within an institution (Google, Wikipedia, Lonely Planet) can be fine. It is when it is in a
place where, as we all recognize, it will or can or could cause even the most earnest
compass to deviate that we should have a concern.

441 E]j Pariser, The Filter Bubble: What the Internet Is Hiding from You (forthcoming,



New York: Penguin Press, 2011), 28.

[451'Top 1000 Sites—Doubleclick Ad Planner, available at link #15. The $150 million is
calculated as follows: $1 per thousand page views, an estimated fourteen billion page
views per month, times twelve months is at least $150 million.

1461 Interview with author, May 4, 2007.

471 «Therefore I Travel, Company Profile of Lonely Planet,” Tony Wheeler, Lonely
Planet, available at link #16.

1481 Adam Smith, The Wealth of Nations, vol.1, ed. Edwin Cannan (Chicago: University of
Chicago Press, 1976), 477 (book 1V, chapter II: “Of Restraints upon the Importation from
foreign Countries of such Goods as can be produced at Home”).



CHAPTER 3
1+1=

There’s a frog at the center of a well-known metaphor about our inability to respond “to

disasters that creep up on [us] a bit at a time.” [49] The rap on the frog, it turns out, is false:
frogs will jump from a tub of water as it is heated to boiling. (Trust me on this; please
don’t try it at home.) But the charge against us is completely fair: We don’t do well with
problems that don’t scream their urgency. We let them slide. We wait for the dam to break.

The previous two chapters should suggest a related disability that is also fairly predicated
of us: We don’t do well responding to bads that stand between good and evil. We teach our
kids the difference between good and evil. We craft blockbuster movies to test good
versus evil. But to grow up is to recognize, and to live, the bad that stands between good
and evil. And the challenge, always, is to motivate a response.

For while we respond appropriately to evil, we don’t respond well to good souls who do
harm. We don’t identify the harm well. We don’t act to stop it. Indeed, even when we see
the harm clearly, we deny its most obvious source. We can’t imagine this decent soul has
caused it. So we scour the scene for the obviously corrupt or evil one, as if only the evil
could be responsible for great harm.

Yet we all know better than this. We all recognize Yeltsin, or his character. It is our father.
Or our mother. Or our uncle, or wife. Or us. We believe the dependency is his or her
responsibility, not ours. We tell ourselves, There’s nothing I can do. And so we don’t.

It is because we are so familiar with this subtle form of bad—and with our weakness in the
face of it—that we are in turn also so suspicious, or cynical, when certain puzzles confront
us, and we see an obvious source—money in the wrong place.

The job of the decent souls we call “scientists™ is to tell us truthfully whether BPA is safe,
or whether cell phones will give us gray lumps behind the ears. But we’re very quick to
believe that even these good souls can be bought—again, not just by bribes, or through
fraud, but in the subtle and obvious ways in which we all understand that money bends
truth. So merely telling Americans that money is in the mix is enough for most Americans
to jump to the ship Cynical. An institution that depends upon trust to be effective will thus
lose that trust, and therefore become less effective, if it lets money seep into the wrong
place.

I mark these as obvious points, yet we forget them, always. We know them; they guide
how we live and negotiate our day—to—day life. But when we talk about the great failing
that is at the center of this book, Congress, it is as if we return to the moral universe of
kindergarten. We have an enormous frustration with our government. All sides try to
identify the source of our frustration with this institution in the evil or stupid acts of evil or
stupid people—senators, or worse, congressmen] Americans believe “money buys results”
in Congress—almost literally. Some believe congressmen take bags of cash in exchange
for changing their votes. They speak as if they believe that members of Congress entered
public life because they thought public life was a quicker path to quick cash. They



wouldn’t have their son or daughter marry a member of Congress—at least the member of
Congress who lives in their abstract thoughts.

Yet when we actually meet our congressman, we confront an obvious dissonance. For that
person is not the evil soul we imagined behind our government. She is not sleazy. He is
not lazy. Indeed, practically every single member of Congress is not just someone who
seems decent. Practically every single member of Congress is decent. These are people
who entered public life for the best possible reasons. They believe in what they do. They
make enormous sacrifices in order to do what they do. They give us confidence, despite
the fact that they work in an institution that has lost the public’s confidence.

Don’t get me wrong. Of course there are exceptions. Obviously some are more and some
are less decent; some are more and some are less publicly minded. And no doubt, why
politicians make the sacrifices they make is hard, psychologically, to understand. But
however much you qualify the rosy picture 1 have drawn, the truth remains miles from the
kind of machine of evil that most of us presume occupies our capital. Any account of the
failure of our democracy that places idiots or felons in the middle fundamentally misses
what’s actually going on.

Instead, the story of our Congress is these two previous chapters added together:
1. We have a gaggle of good souls who have become dependent in a way that weakens
the democracy, and
2. We have a nation of good souls who see that dependency, and assume the worst.

The first flaw bends policy. The second flaw weakens the public’s trust. The two together
condemn the republic, unless we find a way to reform at least one.

1491 pau] Krugman, “Boiling the Frog,” New York Times, July 13, 2009, at A19.



PARrT II: TELLS

None of us are expert—enough. We each may know a great deal about something, but
none of us know enough about the wide range of things that we must understand if we’re
to understand the issues of government today.

For those bits that we don’t understand, we rely upon institutions. But whether we trust
those institutions will depend upon how they seem to us: how they are crafted, and
whether they are built to insulate the actors from the kind of influences we believe might
make their decisions untrustworthy.

We don’t have a choice about this. We can’t simply decide to know everything about
everything, or decide to ignore the things that make us suspicious. We are human. We will
respond in human ways. And we will believe long before scientists can prove. Thus we
must build institutions that take into account what we believe, especially when those
beliefs limit our ability to trust.

Including the institutions of government: We don’t have a choice about whether to have
government. There are too many interconnected struggles that we as a people face. There
may well be a conservative or libertarian or liberal response to those struggles. But all
sensible sides believe there’s a role for government in at least some of these struggles,
even if some believe that role is less than others.

When the government plays its role, we need to be able to trust it. Not trust that it will do
whatever we want, for sometimes our party loses, and when it does, we lose the right to
demand that the government do the right (from our perspective) thing. But whether we’ve
won or lost, we need to trust that the government is acting for the (politically) correct
reasons: liberal, if liberals have won; conservative, if conservatives have won; libertarian,
if libertarians have won. We need to believe that the government is tracking the sort of
interests it was intended to track. Or at least, as Marc Hetherington puts it, that the

“government is producing outcomes consistent with [our] expectations.”22

When the actions of government conflict with those expectations, we will look beyond
trust, for other reasons, to see whether they might explain the puzzle. Other reasons, such
as money in the wrong places. When we find it—when we see that money was in the
wrong place—it will affect us. It will weaken our trust in government. It will undermine
our motivation to engage.

In this section, I select four policy struggles and point to puzzles about each. I then stand
these puzzles next to some facts about money that might or might not have affected each
struggle. The drama here is not always as pronounced as with BPA or cell phones. But the
exercise is crucial to understanding the kind of trouble our republic is facing.



CHAPTER 4

Why Don’t We Have Free Markets?

Type 2 diabetes is a disease that causes the body to misuse its own insulin.
Overproduction of insulin causes insulin resistance. Insulin resistance increases the level
of free fatty acids in the bloodstream, and the level of sugar. Out—of—whack levels of fatty
acids and sugar do no good. The direct harms are bad enough. Indirect harms include the

loss of limbs, blindness, kidney failure, and heart disease.[21]

In 1985 only 1 to 2 percent of children with diabetes had Type 2 diabetes. Of the adults
with diabetes, 90 to 95 percent had Type 2.1521 Over the past two decades, these numbers
have changed, dramatically. Now it is children who, in at least some communities,
“account for almost half of new cases of Type 2 [diabetes].”23] Among all new cases of
childhood diabetes, “the proportion of those with Type 2...ranges between 8% and
43% 7154

In the view of some, the rise in Type 2 diabetes among kids is tied to an “epidemic” rise in
childhood obesity.[>3 Today, 85 percent of children with Type 2 diabetes are obese. That
level, too, is rising. 28!

And obesity is rising not just among children. Between 1960 and 2006, the “percentage of
obese adults has nearly tripled.... [ T Jhe proportion...who are ‘extremely obese’

increased more than 600%.”52] Amazingly, less than a third of Americans ages twenty to

seventy—four today are at a healthy weight.[>81 That proportion is not going to improve in
the near future.

Obesity-related disease costs the medical system $147 billion annually>2l —a greater
burden than the costs of cigarettes or alcohol.

So what accounts for this bloat? How did we go from being a relatively healthy country to
one certain to blow the highest proportion of GDP of any industrialized nation dealing
with the consequences of one thousand too many Twinkies?

The most likely reason for this explosion in obesity is a change in what we eat. As people
who know something about the matter will testify we eat too much of the wrong stuff, and
not enough of the right stuff: too much sugar, fat, processed food; not enough vegetables
and unprocessed food. Between 1990 and 2006 the percentage of adults who ate five or

more fruits and vegetables a day fell from 42 percent to 26 percent..*2) Americans now
drink fifty—two gallons of soft drinks a year, with teenage girls getting 10 to 15 percent of
their total caloric intake from Coke or Pepsil®L! These choices matter to our bodies. They
make us unhealthy and increasingly fat.

Why we make these particularly bad eating choices is a complicated story. We all (and
especially women) work outside the home more than before. That means we have less
time to prepare meals and more need for meals prepared by others. The others preparing
those meals recognize that certain food qualities—the sweetness, the saltiness, the



fattiness—will affect the strength of demand for that food. The ideal demand—inducing
mix is all three together: think double—tall caramel latte.[62]

We’re not about to empower federal food police, however, and neither are we going back
to the 1950s, when more of us stayed at home cooking beets (or better). If we’re going to
make progress with this problem, we need to think about the parts of the problem that we
can actually change.

The part that I want to focus on is the economics of what we eat. Or, more precisely, the
economics of the inputs to what we eat. It’s clear we eat a lot of sweet stuff. Since 1985,

U.S. consumption of all sugars has increased by 23 percent.[63] But what’s interesting is
the mix of the sweet stuff we eat. It’s not just sugar, or predominantly sugar. Increasingly
it is high—fructose corn syrup, a sugar substitute. In 1980, humans had never tasted high—
fructose corn syrup. In 1985 it accounted for 35 percent of sugar consumption. In 2006

that number had risen to over 41 percent.[64l
Why?

One simple answer is price. Natural sugar is expensive, relative to high—fructose corn
syrup. So the market in sweeteners moves more and more to this sugar substitute. Or
better, races to this sugar substitute. Forty percent of the products in your supermarket

right now have high—fructose corn syrup in them.[%! That number is certain to rise.

Invocation of the “market” is likely to lead some to say, “Them’s just the breaks.” Markets
are designed to channel resources to where they can be most efficiently used, and to push
out inefficient inputs for more—efficient ones.

Yet lovers of the market should hesitate a bit here before they embrace this particular mix
of sweetness. Indeed, an alarm for free-market souls should sound whenever anyone talks
about the input costs from agriculture and related industries. Even for a liberal like me, it
is astonishing to recognize just how unfree the market in foodstuff is. And it is
embarrassing to reckon the huge gap between our pro—free—market rhetoric around the
world and the actual market of government regulation of food production we’ve produced
here at home. As Dwayne Andreas, chairman of Archer Daniels Midland (ADM), one of
the most important beneficiaries of our unfree—food market, told Mother Jones: “There
isn’t one grain of anything in the world that is sold in a free market. Not one! The only

place you see a free market is in the speeches of politicians. People who are not in the

Midwest do not understand that this is a socialist country.”[5%]

A socialist country.

It’s easy to see why this enormously wealthy capitalist celebrates this chunk of American
socialism: he is a primary beneficiary. Headquartered in Illinois, ADM is a conglomerate
of companies with revenues exceeding $69 billion in 2009. According to one estimate, at
least 43 percent of ADM’s annual profits are “from products heavily subsidized or
protected by the American government.” More dramatically, “every $1 of profits earned
by ADM’s corn sweetener operation costs consumers $10, and every $1 of profits earned

by its ethanol operation costs taxpayers $30.”6Z

Andreas is certainly right that few from the coasts (including the west coast of Lake



Michigan) recognize just how pervasive this socialism is. We protect milk in America.
Milk, for God’s sake! “Most milk in the United States is marketed under...regulations
known as ‘milk marketing orders.’ Currently, there are [ten] federal orders that regulate

how milk is priced.”'%8

That means there is a map controlled by government regulators that divides the country
and sets the price. And by “most,” that commentator means almost 60 percent of milk
production under federal regulation, with most of the rest subject to state regulation.

This regulation is intended to subsidize dairy farmers. The Organisation for Economic
Co—operation and Development (OECD) estimates that that subsidy increases the price of
milk by about 26 percent. Cheese costs 37 percent more in the United States than
elsewhere, again because of this regulation. Butter: 100 percent more in the United States
than elsewhere. These differences are not trivial.

This system of subsidy dates back to the New Deal, when at least the government had the
excuse of the phenomenally bad economics that seemed to rule the day. “Got a
depression? Here’s an idea: mandate higher prices!”

Since the 1930s the economics has improved. The politics has not. Richard Nixon hinted
that he planned to abolish the price supports for milk. After receiving—because of the
hints?—$2 million in campaign contributions from the dairy lobby, he changed his mind.
1691 Since his flirt with free markets, no one has seriously thought to end this economic
idiocy—because it is political genius. Highly organized special interests leverage their
power to transfer wealth from consumers to farmers.

And not just dairy farmers. The government has intervened to protect shrimp producers
against foreign competition.Z% It has blocked more—efficient Brazilian cotton producers
from selling in the American market (by subsidizing American cotton farmers and paying
off Brazilian farmers so they won’t retaliate).ZH It has waged war to protect banana
producers.[Z2! It has even imposed import restrictions and offered low—cost loans to protect
peanut farmers (and no, Jimmy Carter is not to blame for that).[Z3!

This protection is not just for farmers. Republican president George W. Bush led the

charge to protect steel in 2001.24! So, too, do we protect domestic lumber firms from
Canadian competition. According to the Cato Institute, this adds between fifty and eighty
dollars per thousand board feet, pricing three hundred thousand families out of the housing

market.[Z5) As University of Chicago professors Raghuram Rajan and Luigi Zingales
estimate, “trade restrictions imposed in the 1980s...cost consumers $6.8 billion a year,
while the value of government subsidies received by the industry over the same period

amounted to $30 billion.”Z&

Liberals are often untroubled by the idea of the government mucking about in the market.
They like the idea of the government stepping in to help the weak. And certainly, as we
non—farmers are likely to believe, farmers are among the poorest in our society. If a bit of
milk regulation keeps a few cows on a dairy farm, latte—sipping Starbucks customers can
afford it.

But these subsidies don’t help poor farmers. Nor are they produced because of a concern



for the poor. The biggest beneficiaries are the world’s richest and most powerful corporate

farmers.[ZZ! Ten percent of the recipients of farm subsidies collect 73 percent of the
subsidies—between 2003 and 2005, $91,000 per farm. The average subsidy of the bottom

80 percent? Three thousand dollars per farm.[Z8! And among those receiving large farm
subsidies are Fortune 500 companies such as John Hancock Life Insurance ($2,849,799),
International Paper ($1,183,893), and Chevron/Texaco ($446,914); many celebrities, such
as David Rockefeller ($553,782), Ted Turner ($206,948), and Scottie Pippen ($210,520);
and several prominent current and former members of Congress such as Chuck Grassley
(R-Towa; 1975-: $225,041), Gordon Smith (R—Ore.; 1997-2009: $45,400), and Ken

Salazar (D—Colo.; 2005-2009: $161,084).[221

The same story can be told about steel. If the United States wanted to help steel workers
hurt because of shifts in the market for steel production, it could compensate them
directly. But “instead of direct compensation to workers...[the] government imposed
tariffs to protect fewer than nine thousand jobs in the steel industry”—which in turn was

likely “to cost 74,000 jobs in steel-consuming industries.”8°

The list of anti—free—market interventions by our government is endless. But the particular
regulations I want to focus upon here tie to the cost of sugar and high—fructose corn syrup
(HFC). For the interventions with this are quite extreme, and they produce quite obvious
effects. HFC is cheap relative to sugar for two very anti—free—market reasons: the first is
tariffs; the second, subsidies.

Tariffs: Sugar in the United States is two to three times as expensive as in other countries.
That’s because the U.S. government protects the domestic sugar manufacturers with tariffs
(there are all of forty sugar companies in the United States, just eight producing 75 percent
of sugar, constituting 0.5 percent of farms in America, and employing a total of sixty—two

thousand workers).[81 That tariff gives those manufacturers about $1 billion in extra
profits a year. It costs the overall economy (through increased prices and inefficiency)

about $3 billion.[82] Worst among those costs might well be the environmental damage to
the Florida Everglades. For as we’ve pushed sugar production into Florida, it has poured

millions of gallons of polluted water into the ecosystem. 83!

This protectionism hurts American business. (Every penny in increased sugar prices is

estimated to cost at least $250 million in increased food costs.)84 It hurts American jobs.
(The Commerce Department estimates more than ten thousand jobs between 1997 and

2002 )51 1t hurts developing nations. (The State Department estimates that burden to be
at least $800 million a year.)®®8 And it obviously hurts America’s selling of pro—free—trade
ideology: our behavior makes a mockery of those important, wealth—producing ideals.87!

This protectionism does, however, help at least one group beyond the sugar barons: corn
producers. For the higher the cost of sugar, the safer the market for sugar substitutes such
as HFC. Which explains why one of the biggest supporters of sugar tariffs is a company
that doesn’t produce any natural sugar: ADM. Sugar tariffs produce a “price umbrella” for

HFC, protecting that enormously profitable business from a more natural competition.8l

Subsidies: The shift to HFC, however, is not explained simply by the high cost of sugar. It
is also explained by the low cost of corn. Corn in the United States is cheap relative to



other nations because we subsidize its production. In the fifteen years between 1995 and
2009, the government spent $73.8 billion to ensure that farmers produced more corn than

the market would otherwise bear.[82! That corn then got used to produce lots of high—
fructose corn syrup, at an increasingly low price.

HFC is not even the most important effect of this policy by the government. Because corn
is so cheap (and accounting for all the subsidies, some argue the cost of growing corn is

actually negative),[2Y cattle ranchers feed corn to their cattle. That’s good for the ranchers
(feeding cattle corn rather than grazing them on grass means more heads per acre and
more profit on the bottom line). It’s not so good for small farmers or for the cattle.

Bad for small farms: This subsidy encourages the decline of the family farm. Subsidized
competitors drive out perfectly profitable smaller farms. Elanor Starmer and Timothy
Wise, for example, have calculated that subsidized feed for hogs has “had the effect of
reducing [factory farm] operating costs compared to those of smaller—scale, diversified

operations.” 21 That artificial cost advantage in turn may be driving further
industrialization in the livestock production system—even though the cost of that system,

if fully accounted, would be no better than smaller, more traditional farms.22l

Bad for cows: Cows don’t digest corn well. Their seven stomachs evolved to digest grass.
Corn typically makes them sick, as bugs brew in the poorly digested mix stewing in their
stomachs. And so to deal with that sickness, farmers have to supplement corn feed with
tons of antibiotics, twenty—five million pounds of them per year, eight times the total

amount consumed by humans.[23!

This profligate use of antibiotics might strike you as weird. Before you use antibiotics,
you have to get the permission of a doctor. Cattle, it turns out, have greater freedom than
we do, in this respect at least. They are fed antibiotics prophylactically. No doctor needs to
make sure that their use is actually warranted.

But doesn’t that use then induce the spread of superbugs? you ask. For isn’t the reason that
we don’t hand out antibiotics with every sneeze that we don’t want to foster the strongest,
antibiotic—resistant bacteria out there?

Right again. But public health concerns about the overuse of antibiotics get checked at the
door of the Department of Agriculture. That agency has a long history of pushing for the

widespread use of antibiotics.[24] And the consequence of that push, as many have argued,
is that there’s an explosion of drug—resistant bugs such as E. coli 0157:H7 and salmonella.

[95] Were this book a movie, we’d now cut to a scene about a three—year—old boy who died
after eating a hamburger, or a twenty—two—year—old dance instructor who can no longer
walk.[%]

It gets worse. The strategy of the concentrated corn industry is not just to protect HFC. It
is also to increase the demand for corn generally. Enter ethanol—perhaps the dumbest
“green” energy program ever launched by government. Whole forests have been felled
pointing out the stupidity of a subsidy to produce a fuel that is neither a good fuel (as in, it
packs a good punch) nor, when you consider the cost of refining it,.?Z a green fuel. As
libertarian author James Bovard puts it, ethanol is “a political concoction—a product that
exists and is used solely because of the interference of politicians with the workings of the



marketplace.”!28] One 2008 report estimated that the biofuel mandates of Congress would

cost the economy more than $100 billion from 2005 to 2010.22 That’s sixty—five times
the total amount spent on renewable energy research and development programs during

the same period.l19

So the government protects sugar, and the government subsidizes corn. As a result, more
foods get made with high—fructose corn syrup, and more cattle get fed corn, meaning more
cattle get fed antibiotics. The quantity of high—fructose corn syrup thus goes up in our diet,
and the prevalence of dangerous bacteria goes up as well. And in complicated ways tied in
part to these changes, it is at least plausible that one cruel consequence of these
interventions in the market is that our kids get fat and sick.

Or, more sharply: the government distorts the market, which distorts what we eat, which
distorts our kids’ bodies and health.

So, why? What leads our government to such anti—free—market silliness?

There are many possible causes. Presidential campaigns begin in Iowa. Rural states are
overrepresented in the Senate. Subsidies once started are difficult to end. And so on.

But as you try to reckon this mix of protections and subsidies, there is one fact to keep
clear: The beneficiaries of these policies spend an enormous amount to keep them. The
opponents spend very little to oppose them. The campaign spending of the sugar industry

over the past two decades is high and growing.[12U
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FIGURE 1: SUGAR INDUSTRY CAMPAIGN SPENDING

The lobbying and campaign spending of the corn industry is even higher.[192]
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FIGURE 2: CORN INDUSTRY LOBBYING AND CAMPAIGN SPENDING

These numbers are large relative to other lobbying and campaign spending, even though
they are tiny relative to the benefit they seek.

But I don’t offer them here to prove anything about causation. Instead, the question that I
mean these data to raise is simply this:

Not: Did these contributions buy the silliness we see?

Instead: Do these contributions affect your ability to believe that this policy is something
other than silliness?
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CHAPTER 5

Why Don’t We Have Efficient Markets?

Imagine you drove into a small town just at the moment that a celebration was beginning.
The town has a single street, creatively named Main Street. Behind the row of shops on
one side of the street, imagine there’s a steep drop—off to a river below.

All the action is in front of a restaurant on Main Street. The mayor is honoring the owner
of that restaurant for her success and profitability.

As the son of an entrepreneur, I understand the pride of the owner. Success in business is
hard. It only ever comes with hard work. And as a student of economics, it is easy for me
to recognize the appreciation of the mayor and the town: successful business is the
lifeblood of an economy. Everyone, whether liberal or conservative, should honor,
celebrate, and protect such success.

But now imagine that you walked behind the restaurant and discovered a torrent of trash
flowing from the back door, down the hill, and into the river. Imagine that torrent of trash
flowed from a decision by the owner of the business: rather than paying to have her
garbage collected, she simply dumped the garbage down the hill. And imagine, finally,
that if you calculated the cost of garbage collection and subtracted it from the restaurant’s
profits, the restaurant would no longer have been profitable. It is profitable, in other
words, only because it is not paying all of its costs.

Economists have a technical term for this kind of cost: externalities. Since time
immemorial, economists have argued that such costs must be “internalized,” meaning the
people creating the costs must pay for what they create. Markets that don’t internalize
externalities are not, the economist insists, “efficient markets.” Such markets might be
profitable (for the businesses that don’t have to pay for the costs they impose on others).
But whether profitable or not, they are not efficient. An efficient market is one that fully
pays its costs, and compensates for its benefits.

Put most simply, an externality is any effect that I have upon you that you and I haven’t
bargained about. If my friends and I have a party, the music from my stereo keeping you
up late is an externality. If my family has a barbecue, and sparks from the fire turn your
house into an inferno, those sparks are an externality. If I decide to raise hogs in my
backyard, the smell from those lovely, cuddly creatures is an externality. In each case, the
externality is something I do to you that you and I haven’t agreed upon. In each case,
you’d be perfectly right to complain.

But not with all externalities. Sometimes society likes the externality that I impose upon
you, even if you don’t. If I invent a better mousetrap, one that might well destroy your
less—innovative mousetrap business, competition from me thus harms you; and you and I
certainly didn’t agree to that harm. Yet the law plainly encourages me to hurt you in
precisely this way. (Sorry!) And finally, sometimes you will like the externality that I
“impose” upon you. Imagine I renovate my house. That increases its value, and the value
of the neighborhood. We didn’t negotiate about whether I’d give you that extra wealth. I



just did. The law doesn’t seek to stop these externalities; the law encourages them.

The difference is between “negative” externalities and “positive” externalities. Negative
externalities impose costs on others. Positive externalities create benefits for others, even
if, as with competition, they make some people worse off. The public policy challenge
with negative externalities is to avoid these imposed costs, by forcing the imposer to pay
for them. The challenge with positive externalities is to ensure that the creator gets enough
of the externalized benefits to have incentive to produce them in the first place.

To say that something is a “public policy challenge,” however, is not to argue for a
government program to solve it. Neighbors are pretty good at working stuff out. And
social norms lead even the stranger on a highway to bus his tray at a restaurant. Likewise
with externalized benefits: Just because painting my house makes you wealthier doesn’t
mean that justice requires a tax to give some of that benefit back to me. Often, both
negative and positive externalities are manageable without some regulator stepping in the
middle.

Many externalities are not manageable like this, however, and the government is needed
then to avoid both the underproduction of positive externalities and the overproduction of
negative externalities.

Consider, for example, the case of movies. Imagine a blockbuster Hollywood feature that
costs $20 million to make. Once a single copy of this film is in digital form, the Internet
guarantees that millions of copies could be accessed in a matter of minutes. Those “extra”
copies are the physical manifestation of the positive externality that a film creates. The
value or content of that film can be shared easily—insanely easily—given the magic of
“the Internets.”

That ease of sharing creates risk of underproduction for such creative work: If the only
way that this film can be made is for the company making it to get paid by those who
watch it, or distribute it, then without some effective way to make sure that those who
make copies pay for those copies, we’re not going to get many of those films made. That’s
not to say we won’t get any films made. There are plenty of films that don’t exist for
profit. Government propaganda is one example. Safety films that teach employees at
slaughterhouses how to use dangerous equipment is another.

But if you’re like me, and want to watch Hollywood films more than government
propaganda (and certainly more than safety films), you might well be keen to figure out
how we can ensure that more of the former get made, even if we must suffer too much of
the latter.

The answer is copyright—or, more precisely, an effective system of copyright. Copyright
law gives the creator of a film (and other art forms) the legal right to control who makes
copies of it, who can distribute it, who displays it publicly, and so forth. By giving the
creator that power, the creator can then set the price he or she wants. If the system is
effective, that price is respected—the only people who can get the film are the people who
pay for it. The creator can thus get the return she wants in exchange for creating the film.
We would be a poorer culture if copyright didn’t give artists and authors a return for their
creativity.

Since 1995, Congress has enacted thirty—two different statutes to further refine and



strengthen the protection of copyright.l193] The frequency of these new laws has increased
as digital technologies have put more pressure on the traditional architecture of copyright.

But there’s little doubt that the objective of this system of regulation is good and important
for a free and flourishing culture.

So, fair enough. Congress has a reason to address this problem of positive externalities.
The energy devoted to addressing this problem is consistent with that reason. Some
intervention is plainly needed in this context. The government has plainly intervened
some. Free riders (aka the “pirates™) might want to block that intervention. But so far
they’ve not succeeded in blocking this federal regulation. Congress has overcome
resistance and internalized the benefits of these positive externalities.

But what about negative externalities? What has Congress done about them? As compared
with its vigorous defense of the copyright industries, with thirty—two laws in sixteen years,
what has it done to deal with the twenty—first century’s equivalent to the restaurant owner
at the start of this chapter: carbon pollution?

For, just like the restaurant owner, there are many within our economy who claim profits
only because they ignore the cost of cleaning up the carbon they spew out their virtual
back door. Take power companies that use coal to produce electricity: According to the
Pew Center on Global Climate Change, the cost of capturing and sequestering carbon
produced by coal-fired power plants is between $30 and $90 a ton. In 2003 more than 1.9

billion tons of carbon were spewed into the air by burning coal to produce electricity.[124]
That means the cost to clean up the carbon those companies produced was between $280
and $840 billion in 2003 alone. The total profits of the coal and petroleum industry

combined in 2003? $23.3 billion. 193]

These companies plainly produce negative externalities. They don’t pay for the

externalities they produce. Those externalities impose significant costs on our society and

ecology. The most tangible are the health costs—estimated to be $100 billion per year.12¢!

The most profound are the contributions to the problem of climate change.

Now you might be a climate change skeptic. You might think, isn’t the science about
global warming contested? Aren’t there scientists who doubt—and even deny—that
carbon is harmful to our climate?

And of course, there is some contest. There are some scientists who doubt whether the
harm from climate change is as great as Al Gore says it is, just as there are some
economists who doubt whether the creators of culture need all the protection that the law
of copyright now gives them.

But these two contests are radically different. If you took the average of every estimate by
every scientist, skeptic or not, of the potential harm caused by climate change, and
compared that to the average of every estimate by every economist, skeptic or not, of the
harm caused to creativity by the Internet, climate change costs would be a mountain (call
it Everest) and creativity costs would be a molehill (and you’ve not seen many molehills
precisely because they’re so small).

So then, while passing more than thirty laws over the past sixteen years to address the
alleged harm to creativity caused by the Internet, how many times in the past fifteen years



has Congress passed legislation to make carbon polluters cover the cost of their pollution?
Or even the past twenty—five years?

Not once.

While the copyright free riders have failed to block externality—internalizing legislation
affecting creativity, the carbon free riders have repeatedly succeeded in blocking the
externality—internalizing legislation affecting climate change. Where the harm is almost
certain, Congress does nothing. Where the harm is at best contested, Congress races to the
rescue.

As a matter of principle, there is nothing political about the point my comparison is meant
to draw. No sensible Republican would defend the restaurant owner at the start of this
chapter. Nor would she say that a polluter shouldn’t pay the cost to clean up his pollution.
And while there’s plenty to disagree about when deciding how best to clean up carbon
pollution, there couldn’t really be a principled reason to say we should not clean it up at
all. Or, more strongly: if we are deploying federal courts to protect against the uncertain
harm to Hollywood, we should be deploying someone or something to protect against the
radically less uncertain harm to our economy and environment caused by carbon pollution.
Yet we don’t. Why?

PRO-CARBON REFORMERS
$28,000,000

ANTI-CARBON REFORMERS
$211,600,000

AGGREGATE SPENDING:
CLIMATE CHANGE LEGISLATION

FIGURE 3

Here again, the political scientist might demur. There are many different causes, some
good, some not so good. Good: Getting it wrong with climate change is costly (lost jobs,
slowed economic growth). Getting it wrong with copyright is less costly (we don’t get as
much for free). Not so good: Key Democrats come from big—coal states. They’re not about
to willingly accept higher costs for energy, even if justified by good economic principles.



[107] The carbon free riders have important allies. Copyright free riders, on the other hand,
don’t.

But as well as reasons good and not so good, there’s another we cannot ignore. There is a
radical difference in political funding by pro-reform advocates of both carbon and
copyright.

Pro—carbon reformers get wildly outspent by anti—reformers. In 2009, pro—reform and
anti-reform groups fought vigorously over whether Congress would enact a cap—and-—
trade bill to address carbon emissions. They didn’t fight equally.1%8! The reform
movement spent about $22.4 million in lobbying and campaign contributions. The anti—
reform movement spent $210.6 million.

An even more dramatic story can be told about copyright. Between 1998 and 2010, pro—
copyright reformers were outspent by anti-reformers by $1.3 billion to $1 million—a
thousand to one.l1% These are rough estimates, as transparency organizations don’t
aggregate copyright as a category. But even if I am wrong by a couple of orders of
magnitude, the point is still correct: in both cases, the anti-reformers outspend the pro—
reformers by at least a factor of ten.

PRO-REFORMERS
$1,088,000

ANTI-REFORMERS
$1,339,300,000

AGGREGATE SPENDING:
COPYRIGHT LEGISLATION

FIGURE 4

So, again: Don’t read these numbers to make any claim about causation. Read them and
ask yourself one question only:

Not: Did the contributions and lobbying buy this apparently inconsistent result?

Instead: Do the contributions and lobbying make it harder to believe that this is a
principled or consistent or sensible result?
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CHAPTER 6

Why Don’t We Have Successful Schools?

Imagine a virus that spreads among kids, causing a certain kind of brain damage. The
virus strikes kids at certain schools more than kids at other schools. It seems to strike rich
kids less than poor. But it is pervasive, and spreading.

Then imagine that scientists discover a vaccine—a vaccine that might guarantee that no
one, neither rich nor poor, will contract this brain—~damaging disease. Imagine this vaccine
is relatively inexpensive. Or, at least, the cost of the vaccine is a fraction of the cost of the
damage done by the virus.

How long would it take before that vaccine spread to every kid in America?

We’ve argued throughout our history about just what government should do. Should there
be a standing army? (Framers: no. Us: yes.) Should the government subsidize a partisan
press? (Framers: yes. Us: no.) Should the federal government build highways? (Framers:
no. Us: yes.)

But the one thing that everyone believes, at least now, is that the government has an
essential role in ensuring a good education for our kids. Not everyone agrees on how.
Some believe a voucher is all the government need do. Some believe it must mandate that
everyone attend a public school. But within that wide range of means, all agree on the end:
a safe and prosperous nation requires a well-educated youth.

We are failing in this. Miserably. In 1973 the United States was ranked high in the world
in providing high—quality public education. We have fallen to fourteenth in reading among

OECD countries (with math at twenty—five, and science at seventeen).[11% Things, of
course, were not so great for many, many Americans in 1973-They are just bizarrely

worse for almost all Americans today.11

One particular problem in the collection of challenges around public education has been
how to improve the lot of the worst—off among us. Despite the fact that billions have been
spent to improve our schools—indeed, a radical increase in spending since 1973—the
performance (especially of the poorest among us) has flatlined. We’ve seen very little
improvement, indeed a tiny improvement relative to the resources that have been
expended.

Yet in the past decade, educators have begun to make progress. (The vaccine.) In very
different educational contexts, a set of reforms has demonstrated that we can educate our
children, including the poorest among us, to achieve college—bound competency. Indeed,
in one long—term experiment in Harlem—in the worst district in Harlem—test results

show students closing the race gap in performance. 112!

The key variable in these experiments is not who owns the school (whether public or
private, whether a charter or not), or how big the classrooms are, or how many computers
there are per student. It is instead a much more pedestrian, indeed, obvious, difference:
teachers. For these reformers, the single most important component to successful



education today is great teachers. Within the same school, and the same population, the
difference between good and bad teachers can be a 300 percent difference in learning in a
single year. According to Professor Eric Hanushek of Stanford’s Hoover Institute, if we
could eliminate just the bottom 6 to 8 percent of bad teachers, we could bring our results

up to the standards of Finland, perhaps the best in the world.[113!

If you were convinced about the importance of teachers, you might wonder what stops
school districts from getting better teachers. What stands in the way?

Many things, of course. We pay teachers a ridiculously small amount. In poor districts, we
provide them with a ridiculously unequal range of resources. And as we’ll see later on,
whenever we try to get government service on the cheap, cheap is precisely what we get.

Without doubt, if we’re going to fix education, we’re going to have to be willing to pay
good teachers more of what good teachers are worth.

At least some reformers believe, however, that low pay alone does not explain poor
teacher performance. Some believe that there’s another feature of our public education
system that needs to be questioned: teacher tenure, which protects the worst (and the best)
of public school teachers.

I mean that term, teacher tenure, precisely, so let’s be clear about what it means.
Everyone’s heard about tenure. Tenure means a set of workplace protections that makes it
extremely difficult to remove the tenured employee. Judges have tenure. Academics have
tenure. And K—12 teachers in public schools have tenure.

As with any workplace employment innovation, however, tenure has its benefits and its
costs. The benefits are independence. We give judges tenure so they can do their job
without fearing punishment by the government. We give academics tenure so they can do
their job (primarily research) without fearing punishment by the government or the
university for pursuing politically unpopular research. And we give teachers tenure to
protect them from the arbitrary and powerful control of school administrators. The thought
in all these cases was that security would improve performance, by protecting the
employee against arbitrary action by the employer.

That protection has costs. A bad judge can do really bad things—though, of course, except
for the Supreme Court, bad decisions get reviewed by higher courts. A terrible academic
can waste valuable resources—but at least college and graduate students select which
teachers they’ll have, and they can easily select away from the teachers ranked poorly.
And a bad teacher can adversely affect the primary education of his kids.

These costs must be compared to the benefits that tenure provides. And where the costs
outweigh the benefits, we shouldn’t have tenure.

Now, obviously, I’ve got a personal conflict here. I am a professor. I have tenure. I believe
tenure has been important to my ability to do my work. But I am completely open to being
convinced that we don’t need tenure in universities anymore. I’'m less open to that
argument with judges: the independence of the judiciary is critical, and essential if our
democracy is to flourish.

Yet I’'m skeptical about the argument for tenure for teachers. We know, based upon
absolutely convincing evidence, that there are good teachers and bad teachers. We know,



based on the same evidence, that bad teachers destroy educational opportunities for their
kids. We know, based on common knowledge, that we’re not about to give third graders a
choice about which teacher they have for home room. And we know, based upon evidence
and experience, that a system that protects failure will only encourage more failure. So if
we know all these things, then we also know that the elaborate system of protections that
school boards have agreed to may actually be inhibiting student success.

That’s not to say that there should be no employment protection for teachers. There are
lots of arbitrary and impermissible reasons for firing people that should be banned—race,
gender, sexual orientation, religious affiliation, etc. But if the reformers are right, then
principals need more freedom to filter out educators who are failing to perform. Just as a
bus driver who fails to drive a bus safely, or an airplane pilot who lands at the wrong
airport, or a lawyer who can’t file his briefs on time, or an accountant who can’t add, a
teacher who can’t demonstrate educational progress with his class should find a different
job. Performance is at the core of efficient and effective business. It should be at the core
of education as well.

If we could make performance the key to teacher retention and evaluation—if—then we
would have a good chance to turn this failure of an education system around. Or, again, so
these reformers insist. Not costlessly: we need to pay teachers more, or at least good
teachers more. But with the kind of investment we already make in education, we could
begin to close achievement gaps, and actually do what public education was meant to do:
educate our kids and therefore our public.

Effective teacher performance is thus the vaccine at the start of this chapter. Poor teacher
performance is the virus. We have the data to show that we now have a vaccine against
this virus. We’ve had it for almost a decade.[114] Yet we have not deployed that vaccine
broadly or systematically. Instead, politicians have continued to defend a system of tenure
that is weakening the effectiveness of public education. Generations of hopelessness are
being produced by this recalcitrance. What might explain the resistance?

There are lots of possible theories. Funding may be inadequate. No doubt it is wildly
inadequate in poor neighborhoods. Moreover, poverty generally diminishes the
educational opportunities of kids, as parents cannot provide a constructive environment
for education. Perhaps testing has skewed the way we teach. Perhaps parents don’t do
enough to support young kids. And no doubt, better preschool interventions would

radically improve performance overall. 115!

But there’s one fact we can’t ignore. The teachers’ unions are among the largest
contributors to the Democratic Party—by far. And the amount they’ve spent on “reform”

outpaces that of the next—largest reform groups by two orders of magnitude. 115!
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So, again, I am asking:

Not: Did the teachers’ unions buy protection from more intensive performance
evaluations?

Instead: Does the influence of the unions’ spending weaken your ability to believe that the
current pro—tenure policy makes sense?

1110 jessica Shepherd, “World Education Rankings: Which Country Does Best at Reading,
Maths and Science? ” Guardian, Dec.7, 2010, available at link #59.
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education system had been “steadily improving.” See Diane Ravitch, “Is U.S. Education
Better Than Ever?” Huffington Post (Dec.5, 2007), available at link #61, (referring to C.
C. Carson, R. M. Huelskamp, and T. D. Wood-all, “Perspectives on Education in
America: An Annotated Briefing,” Journal of Education Research 86 May 1993: 259).
But the OECD’s Programme for International Student Assessment (PISA), an international
survey conducted in 2000, 2003, 2006, and 2009, reports that the United States is worse
off than in 2000 as compared to other nations. And according to the National Assessment
of Educational Progress (NAEP), the U.S. reading and math performance has remained
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1141 See Steven G. Rivkin, Eric A. Hanushek, and John F. Kain, “Teachers, Schools, and
Academic Achievement,” Econometrica 73 (Mar.2005): 417, available at link #66
(measuring the importance of effective teachers), and Scholastic and Bill & Melinda Gates
Foundation, “Primary Sources: America’s Teachers on America’s Schools” (2010),
available at link #67 (same); William Dobbie and Roland G. Fryer, Jr., “Are High—Quality
Schools Enough to Close the Achievement Gap? Evidence from a Bold Social Experiment
in Harlem” (2009), available at link #64 (evaluating effectiveness of Harlem Children’s
Zone program); Joshua D. Angrist, Susan M. Dynarski, Thomas J. Kane, Parag A. Pathak,
and Christopher R. Walters, “Who Benefits From KIPP?” NBER working paper (2010),
available at link #68 (evaluating effectiveness of KIPP Academy); Martha Abele, Mac
Iver, and Elizabeth Farley—Ripple, “The Baltimore KIPP Ujima Village Academy, 2002—
2006: A Longitudinal Analysis of Student Outcomes,” Center for Social Organization of
Schools, Johns Hopkins University (2007), available at link #69 (same).
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CHAPTER 7

Is Our Financial System Safe?

America is still feeling the effects of the worst economic collapse since the Great
Depression. That collapse was triggered in 2008 by a crisis on Wall Street. All of the
major banks in America were drawn to the brink of bankruptcy. It took the largest
intervention in the history of the nation to avoid a crisis likely to be worse than the Great
Depression.

Tomes have been written about this crisis and its causes. Practically every single actor
within our system of finance—from the borrowers to the lenders to the government
overseeing it all—has been blamed by someone for the disaster. Some of that blame is
politically motivated. Some of it is grounded in ignorance. But there is certainly enough to
touch anyone of any consequence in this story and more than enough to rock our
confidence in these institutions intended to keep us financially safe.

The cause that I find least convincing, however, is irrationality. Some argue that it’s just
craziness that explains the crisis. That somehow, and inexplicably, everyone just became
insanely greedy—irrationally borrowing more than they could repay, irrationally lending
more than was prudent, irrationally ignoring the warnings of impending doom—and now
that this fever has passed, we can look forward to another fifty years of financial stability.
Like the measles or small pox, if you survive it, you don’t get it again.

This is a criminally incomplete understanding of the disaster that we’ve just suffered. And
while it would take a whole book to make that case convincingly, in the few pages that
follow, I sketch one part of the argument with enough detail to make it relevant to the
argument of this book.

For the core driver in this story was not craziness. It was rationality. The behavior we saw
—from borrowers to lenders to Wall Street to government officials—was perfectly
rational, for each of them considered separately. It was irrational only for the system as a
whole. We need to understand the source of that irrationality—not an individual, but a
systemic irrationality—to ask whether the policy judgments that produced it could even
possibly have made sense.

That source is tied directly to regulation.1Zl In my view, the single most important graph

capturing the story of American finance was created by Harvard Business School
professor David Moss (Figure 6).1118]
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Moss explains the picture like this:

Financial panics and crises are nothing new. For most of the nation’s history, they
represented a regular and often debilitating feature of American life. Until the Great
Depression, major crises struck about every 15 to 20 years—in 1792, 1797, 1819,
1837, 1857, 1873, 1893, 1907 and 1929-33.

But then the crises stopped. In fact, the United States did not suffer another major
banking crisis for just about 40 years—by far the longest such stretch in the nation’s
history. Although there were many reasons for this, it is difficult to ignore the federal
government’s active role in managing financial risk. This role began to take shape in

1933 with the passage of the Glass—Steagall Act The simple truth is that New Deal

financial regulations worked. In fact, [they] worked remarkably well [112]

If you want to understand where the craziness began, we should begin where the “New
Deal financial regulations” begin to end. This is the delta in the environment. Or it is at
least the one self—conscious change that should be the first target of suspicion.

The most efficient entry into this argument is a quote from Judge Richard Posner. Judge
Posner sits on the U.S. Court of Appeals for the Seventh Circuit in Chicago. He is among
the most prolific legal academics and the most prolific judges in the history of the nation.
He is certainly among the most influential. His book Economic Analysis of Law (1973)
founded the law and economics movement. Since then he has written fifty more books,
hundreds of articles, and thousands of judicial opinions. He was appointed to the federal



bench by Ronald Reagan thirty years ago. Whatever we can say, we can be certain, Posner
is no socialist.

Among Posner’s fifty—some books are two that deal specifically with the financial crisis.

[120] Apd at the core of Posner’s argument is an insistence that we understand the
rationality behind this insanity. As he writes, criticizing a government report on the crisis:

The emphasis the report places on the folly of private—sector actors ignores the
possibility that most of them were behaving rationally given the environment of
dangerously low interest rates, complacency about asset—price inflation (the bubbles
that the regulators and, with the occasional honorable exception, the economics

profession ignored), and light and lax regulation. 121

This is the idea that I want to pursue here: that the gambling that Wall Street engaged in
made sense to them given (1) “the environment of dangerously low interest rates,” (2)
“complacency about asset—price inflation,” and (3) “light and lax regulation.” My focus
will be on (3) “light and lax regulation” and (2) “complacency about asset—price
inflation.” For our purposes, let us stipulate that (1) is also correct.

For, of all of the clues to this mystery, the one that should be most obvious is again the one
that Moss’s graph describes best: the economy that drove itself off the cliff was a financial
system operating under different rules from the stable and prosperous financial system of
the forty years before. Until the early 1990s the key financial assets of our economy were
subject to the basic regulatory regime given to us by the New Deal. But beginning in the
1980s, critical financial assets of our economy were exempted from that basic regulatory
framework.

The rules of that regime are impossible to describe in detail, but simple to summarize. The
most important financial assets were subject to a rule that required they be traded publicly,

transparently, and subject to antifraud requirements.122] These rules achieved a number of
objectives. First, they subjected traders to strong incentives to avoid fraud. Second, they
kept key financial institutions from taking on too much risk. And third, they subjected the
trades of critical financial assets to an important requirement of publicity—each time a
financial asset was bought or sold, the market got something in return: information about
the perceived value of the traded asset. That information helped the markets function more
efficiently. Robust trading data produced robust prices; robust pricing ensured asset
liquidity, at least during relatively normal times, which were many during the New Deal
regulatory regime.

Beginning in the 1980s, however, and for our purposes, especially the 1990s, this regime
changed. It didn’t change for the assets that had been regulated by the New Deal rules:
stocks and bonds. It changed instead for a new class of financial instruments, derivatives,
a tiny portion of the market at first, but one that quickly, like the Blob, exploded onto the
market, and consumed much of its value.

“Derivatives” are assets whose value is derived from something else, where “something”
could mean literally anything. I could have a derivative that pays me if the price of gold
falls below $1,000. I could have a derivative that pays me if the temperature in Minot,
North Dakota, rises above one hundred degrees Fahrenheit. A derivative is just a bet



entered into by two or more parties. The terms of the bet are limited only by the
imagination of the parties.

By calling this a “bet,” however, and by invoking remote American villages, I don’t mean
to question the economic wisdom behind derivatives. To the contrary: Derivatives serve a
valuable purpose. As with any contract, their aim is to shift risk within a market to
someone better able to carry it. That’s a good thing, for the market, and the economy
generally. That we’ve just seen an economy detonated by derivatives gone wild shouldn’t
lead us to ban (as if we could) these financial innovations. It should, however, lead us to
be more careful about them.

At the birth of this innovation, however, no one was thinking much about being careful.

Nor thinking clearly. Too many made an error of aggregation: even if derivatives enabled

individuals to diversify risk, they couldn’t reduce the risk for the system as a whole.[123]

That didn’t matter much at first, since the market for derivatives was initially tiny. A
collapse in a tiny market doesn’t do much systemic harm.

Technology soon changed all this, making it possible for the market in derivatives to
explode. With the digital revolution distributing computing power to the masses, masses
of financial analysts on Wall Street were able to use this computing power to concoct
ever—-more—complicated financial “innovations.” With each of these concoctions, a new
and fiercely competitive market would race to catch up. For a brief time, the innovator had
an edge (and huge profit margin). But very quickly, others copied and improved on his
invention, driving down profits, and driving innovators to find new derivative markets.
(Here was a market with no real intellectual property protection, yet an insanely strong
drive to innovate.) There were hundreds of financial instruments de jure, until the industry
fixed upon a particularly rich and ultimately disastrous vein (home mortgages) and

developed a whole series of assets backed by real estate mortgages.[124]

As this market in derivatives was growing, however, there was a constant question about
whether and how derivatives would be regulated. With that question came a fight. One
side of that battle thought that derivatives should be treated no differently from any other
asset. The other side saw this as a chance to launch a project to deregulate financial assets
generally.

The war for deregulation was waged by a (somewhat crude) libertarian, Mark C. Brickell.

Though the nation had just suffered a derivatives—based financial crisis, [125] Brickell, a

lobbyist for the derivatives industry, pushed the idea that the best response to the crisis
was general policy to dismantle the New Deal regulations—not just with derivatives, but
with every financial instrument within the economy.

Most thought Brickell’s idea insane, and his campaign, hopeless. Nations reregulate
financial services after a collapse; they don’t deregulate. Nonetheless, Brickell pushed,
and got his first true victory in January f993, when “departing [Commodity Futures
Trading Commission] chair Wendy Gramm delivered her ‘farewell gift’ to the derivatives
industry, signing an order exempting most over—the—counter derivatives from federal
regulation. (A few months later, she would receive her own farewell gift, being named a

director of Enron, which was an active trader of natural gas and electricity derivatives.)”
[126]



Victory at the CFTC, however, was just the first step. There were a handful of important
pieces of legislation working their ways through Congress that would have heavily
regulated derivatives. Brickell, as Gillian Tett describes it, “was relentless, and as the

weeks passed, against expectations, his campaign turned the tide.” 1271 For Brickell got a
completely unexpected gift in his campaign to deregulate derivatives: a new president,
neither crude, nor libertarian, but a key ally nonetheless, Bill Clinton.

Clinton had campaigned with a strong strain of populist rhetoric. Wall Street was fearful
that populism would translate into substantial regulation. Once in office, however, Clinton
was eager to convince Wall Street that despite the rhetoric, he was no anti—Wall Street
populist. His administration worked quickly to signal that he could love Wall Street as
completely as the Republicans did. Almost seamlessly, as historian Kevin Phillips writes,
“well—-connected Democratic financiers stepped easily into the alligator loafers of

departing Republicans.” [128] By the end of 1994, and with tacit support by the
administration, Brickell’s campaign had killed all four of the anti—derivatives bills in

Congress.122 And the campaign was not just legislative: the core agency charged with
overseeing this industry, the SEC, was told by members of Congress to lay off. (When

SEC chairman Arthur Levitt tried to introduce tougher conflict—of—interest rules for the
accounting industry, Senator Phil Gramm, Senate Banking chair, “threatened to cut the

SEC’s budget.”) 13 Finally, in 1999, President Clinton gave the industry its most

important gift: he signed the law that abolished the Glass—Steagall Act, 13 thereby
confirming the deregulation already effected by bank regulators. ” [Regulators essentially
left the abuses of the 1990s to what Justice Cardozo had called the ‘morals of the

marketplace.”” 1321 «Self_policing,” as Tett put it, when describing an antiderivatives bill
in 1994, had “won the day.” 133!

This was not the only victory for the deregulation movement. Perhaps as important was
the fact that the core instrument facilitating the derivatives market—asset—backed
securities, where the asset was a mortgage—was exempted from any SEC oversight at all.
In 1992 the SEC determined that these assets were not the sort that the Investment

Company Act of 1940 had intended the SEC to regulate. By a rule, the SEC therefore

exempted them.134! But while these assets may not have fit into the regulatory structures

of the Investment Company Act, it certainly made no sense to exempt them from any of
the traditional forms of financial oversight, by any agency at all. Yet the then— (and
now—?) dominant Zeitgeist was not about to entertain a new regulatory structure to fill the
gap created by the SEC, and mortgage companies were certain to block any effort by any
agency to fill that gap. The assets were therefore left untouched.

These are not stories of public officials being bribed. Indeed, the most complicating and
difficult fact of this whole transformation is how firmly, and independently, many of the
key figures believed in deregulation as an ideal. Some were motivated mainly, or partly,
by money. Some were motivated by a well—justified frustration with the incredible
incompetence of existing regulators and regulations. But many were motivated by
principles, even if, as I believe, those principles were incomplete and unrealistic. You can
call the principled man wrong, or even negligent. It is hard to call him evil.

We can see this moral complexity in perhaps the most famous of the firelights that



produced this extreme policy of deregulation.

By the middle of the Clinton administration, the volume in derivatives had grown to $13

trillion. (Compare: the total GDP of the United States in 1998 was $8.7 trillion.) Some at

the SEC wondered whether the SEC should exercise jurisdiction over derivatives. To the

surprise of almost everyone, however, it was a weaker regulatory agency, the Commodity
Futures Trading Commission (CFTC), that initially took the lead.

The CFTC reasoned that derivatives functioned much like “futures contracts,” and futures
contracts were already regulated by the CFTC. So the agency, then headed by Brooksley
Born, floated the idea, in a draft release, that it should regulate derivatives, and it
circulated that release to other relevant federal agencies. The document reasserted the
presumptive jurisdiction of the CFTC over the market, and “float [ed] the idea of

increased supervision.” [133

The reaction to Born’s draft release was quick and harsh. As Roger Lowenstein, a
financial journalist who wrote for the Wall Street Journal for more than a decade,
describes it:

Every banker in Washington complained about the upstart CFTC. Following Wall
Street’s urging, Treasury secretary Rubin, a former cochairman of Goldman Sachs,
was extremely hostile. A posse of regulators scheduled a meeting for late April, for
the purpose of persuading Born to bury the release. Before the meeting, Larry
Summers, Rubin’s top deputy at the Treasury Department, called Born and berated
her. Summers huffed, “There are thirteen bankers in my office. They say if this is

published we’ll have the worst financial crisis since World War II.” 1361
By the April meeting, tempers had not cooled. Lowenstein:

[Alan] Greenspan got in Born’s face, blowing and blustering until he reddened.
Rubin, always more politic, spoke with controlled fury, as if Born’s proposal were
unsuited to his society. He repeated that the CFTC was out of its jurisdiction and
asked if Born (who had been elected president of the Stanford Law Review in 1963,

when most of the women in law firms were still pouring coffee) would like an

education in the applicable law from Treasury’s general counsel.137!

Born persisted. She published the draft in May 1999, calling for more study. Greenspan,
Rubin, and Summers reacted immediately, announcing that they would seek legislation to
stop Born and her CFTC. Shortly thereafter, Born resigned. In November a government
working group produced a report about derivative regulation and the CFTC. That report
found that “to promote innovation, competition, efficiency, and transparency in OTC
derivatives markets, to reduce systemic risk, and to allow the United States to maintain
leadership in these rapidly developing markets,” derivatives should be exempted from all
federal regulation.l138 The following year, Congress overwhelmingly passed the
Commodity Futures Modernization Act, which expressly forbade the CFTC from
regulating derivatives, and expressly exempted derivatives from any other state law. Not
surprisingly, as Gillian Tett describes, “the derivatives sector was jubilant.” 132! But as the
Financial Crisis Inquiry Commission concluded, the legislation “was a key turning point



in the march toward the financial crisis.” 140

It’s not clear that anyone had a clue about how big this market would be when the
government first chose to ignore it. Professor Frank Partnoy has tried to characterize the
scale of the regulatory change in a way that even lawyers can understand. As he explained
to me, whereas in 1980, close to 100 percent of the financial instruments traded in the
market were subject to the New Deal exchange—based regulatory regime, by 2008, 90
percent of the financial instruments traded in the market were exempted from it. If, as
David Moss put it, “the simple truth [was] that New Deal financial regulations worked,”
they were not going to work for almost 90 percent of the assets traded in our financial
markets. We had flipped from a presumptively public market of exchange to a market
where only insiders knew anything real about how the market worked, or what the assets
were worth. That was great for the insiders, giving them enormous power to leverage into

extraordinary profits.141 It was awful for the rest of us.

The decision to allow this economy of derivatives to run in secret was extraordinarily silly.
For not only would secrecy weaken the efficiency of the market as a whole (since the

public signal of price helps discipline a market), 142! but it would also lead to a kind of
regulatory arbitrage: because regulation is costly, deals that were subject to the New Deal
regulations would be recast into a form that could evade those regulations. Indeed, that’s
what happened: financial instruments that were “economically equivalent to many other
financial instruments” 143! were substituted for those “other financial instruments,”
because unlike those “others,” they were unregulated. As the Financial Crisis Inquiry
Commission concluded, “[Given] these circumstances, regulatory arbitrage worked as it

always does: the markets shifted to the lowest—cost, least-regulated havens.” [144]

Evading regulation has its own value. This led Nobel Prize—winning economist Merton
Miller to the “insight” that “companies would do swaps not necessarily because swaps
allocated risk more efficiently, but rather because they were unregulated. They could do
swaps in the dark, without the powerful sunlight that securities regulation shined on other

financial instruments.” 145! Thus “much of the $600—plus trillion derivatives market
exists,” finance professor Frank Partnoy calculates, “because private parties [were] doing

deals to avoid the law.” 146l

A speed limit that applies to black cars only will not only incentivize the sale of colorful
vehicles, it will also be a boon to the paint departments of auto body shops everywhere.
That’s the story of Wall Street in the 2000s: While some portion of the market for
derivatives was no doubt driven by a genuine need for the particular flexibility of a
derivative, a huge proportion was simply black cars being painted red. The winners in this
new market were the drivers of these freshly painted cars, and the firms that had done the
paint jobs (aka Wall Street). The losers were—surprise, surprise—the rest of us.

To say that the financial sector escaped the government’s regulation, however, is not to say
that the sector escaped regulation. As Alan Greenspan put it: “It is critically important to
recognize that no market is ever truly unregulated. The self—interest of market participants

generates private market regulation.” 1147l

Even if the banks didn’t have to worry about rules emanating from the CFTC, SEC, or



Federal Reserve, they still had to worry about the constraints imposed upon them by the
competitive market. The biggest firms on Wall Street were publicly traded. Rivals thus set
the baseline for the profit each firm was expected to produce. As firms started down the
path of risky behavior, the competitive market within which they operated pushed them
even further. A conservative and sensible strategy is punished in such a market because,
by definition, it doesn’t produce the same return as a risky strategy. A risky strategy earns
the market’s reward.

These new instruments thus gave Wall Street firms a new opportunity to compete like hell
against one another. But as they competed, they assumed risks that, while sensible for
them alone, were not sensible for the economy as a whole. That’s because, as Posner puts
it, banks “do not have regard for consequences for the economy as a whole... [ T ]hat is

not the business of business. That is the business of government.” [148]

It is this gap between the interests of the banks alone and the interests of the “economy as
a whole” that explains the need for regulation. “Banks,” Posner writes, “can be made safe
by regulation, but that is not their natural state, and so if regulation is removed they may

careen out of control.” 142 Thus, commenting upon Alan Greenspan’s confession that he
had expected the self—interest of Wall Street firms to be enough to induce them to behave
properly, Posner writes:

That was a whopper of a mistake for an economist to make. It was as if the head of
the Environmental Protection Agency, criticized for not enforcing federal
antipollution laws, had said he thought the self—interest of the polluters implied that
they are best capable of protecting their shareholders and their equity. They are
indeed the best capable of doing that. The reason for laws regulating pollution is that
pollution is an external cost of production, which is to say a cost not borne by the
polluting company or its shareholders, and in making business decisions profit
maximizers don’t consider costs they don’t bear. Banks consider the potential costs of

bankruptcy to themselves in deciding how much risk to take but do not consider the

potential costs to society as a whole.[120

The banks were thus freed of the burden of federal regulation, yet driven by the discipline
of market regulation to assume far more risk than was good for the economy. As Posner
concludes:

Am [ saying that deregulation made bankers and through them borrowers take risks
that were excessive from an overall social standpoint? Yes, once we recognize that
competition will force banks to take risks (in order to increase return) that the
economic and regulatory environment permits them to take, provided the risks are
legal and profit—-maximizing, whatever their consequences for the economy as a
whole 151

This was also the conclusion of the Financial Crisis Inquiry Commission: “Unchecked,

competition...can place the entire financial system at risk.” 122! And indeed, as the
commission concluded, in this case it did:



More than 30 years of deregulation and reliance on self-regulation by financial
institutions championed by former Federal Reserve chairman Alan Greenspan and
others, supported by successive administrations and Congresses, and actively pushed
by the powerful financial industry at every turn, had stripped away key safeguards,

which could have helped avoid catastrophe.[123!

From the perspective of the economy as a whole, the banks thus took on more risk than
was sensible. For the large banks, the risk was quite sensible—for them, at least when you
count an implicit promise by the government to bail the banks out if the economy went
south. Indeed, as Raghuram Rajan puts it, “What is particularly alarming is that the risk

taking may well have been in the best ex ante interests of their shareholders.” [154]

It was clear to most that the economy as a whole had this promise from the Federal
Reserve. This was the “Greenspan put,” which referred to the policy by the Federal
Reserve to intervene to counteract a collapse in the market. A “one—sided intervention
policy on the part of the Federal Reserve,” as Marcus Miller and his colleagues put it, led

“investors into the erroneous belief that they [were] insured against downside risk.” [155]
This is insurance, and as with all insurance, it could well have encouraged additional risky
behavior.

Some believed the promise was even more specific than that. Why would sophisticated
debt holders take such extreme risk? “The obvious explanation,” Raghuram Rajan writes,
“is that [they] did not think they would need to bear losses because the government would

step in.” 1156 Simon Johnson and James Kwak point to at least one case in which the
financial executives of one major bank calibrated the risk they would take based upon the

government’s decision to expand the bailout capacity of the Federal Reserve.l157] They
and others have pointed to the discount the market gave big banks for their cost of capital
as evidence that the market believed those banks “too big to fail”: “Large banks were able

to borrow money at rates 0.78 percentage points more cheaply than smaller banks, up

from an average of 0.29 percentage points from 2000 through 2007.” [158]

Harvey Miller, the bankruptcy counsel for Lehman Brothers, was even more explicit than
this: As he told the Financial Crisis Inquiry Commission, hedge funds “expected the Fed
to save Lehman, based on the Fed’s involvement in [previous crises]. That’s what history
had proved to them.” 1591 Again, Rajan: “[ T Jhe problem created by the anticipation of
government intervention is that the bankers, caught up in the herd’s competitive frenzy to
cash in on the seemingly lucrative opportunity, are not slowed by more dispassionate

market forces.” 11601

The executives knew this. The pressures of the competitive market, however, made it
impossible for them to do differently. As one CEO put it, “When the music stops, in terms
of liquidity, things will be complicated. But as long as the music is playing, you’ve got to

get up and dance. We’re still dancing.” [161]

Either of these accounts would explain the second condition that Posner described earlier:
“complacency about asset—price inflation.” It’s easy to be complacent when you believe
the government has your back—and especially when the market confirms that belief by
giving you a break on the interest rate it charges.



In this sense, the story here is thus the story of both too little regulation and too much
regulation.

Too little, since by relaxing the regulatory constraints, the government left the banks
vulnerable to the constraints of competition. Those constraints forced the banks to take on
more risk than was socially sensible, even if privately rational. In the terms of chapter 5, it
forced the banks to ignore the externality of the risk their gambles would produce for the
economy as a whole.

Too much, since the implicit guarantee of a bailout encouraged the banks to be
“complacent about asset—price inflation.” As Rajan writes, “the institutions that took the
most risk were those that were thought to be too systemic to be allowed by the

government to fail.” 162 The implicit promise to socialize the risk, as Paul Krugman put

it, 11631 while allowing the banks to privatize the benefits was the consequence of an
intervention by the government—certainly among the silliest in the history of finance, but

an intervention nonetheless 164!

The combination was deadly—for us, at least, if not for the banks. For, after the collapse,
of course, the government did effectively bail out all but one investment bank, L.ehman
Brothers. The surviving banks, however, are ever larger and more profitable than they
were before. Indeed, as Jamie Dimon, chairman and CEO of JPMorgan Chase, boasted

about 2009, “This might have been our finest year ever.” [163]

It is for these reasons that I believe the decision by our government to deregulate
derivatives was foolish. When combined with the implicit and explicit promise to bail out
failure, it encouraged a radical increase in risk that ultimately blew up the economy.

So what explains this foolish decision? What explains the power of these deregulatory
ideas? Even Alfred Kahn, the architect of the very first deregulatory initiative during the
administration of President Carter, could only shake his head decades later at the race to
financial deregulation. Banks, he insisted, “were a different kind of animal They were
animals that had a direct effect on the macroeconomy. That is very different from the
regulation of industries that provided goods and services I never supported any type of

deregulation of banking.” 188! So why did everyone else, including supposedly
progressive Democrats?

There is no simple answer. As I’ve argued, the ideology of deregulation flowed for many
as a matter of principle. Alan Greenspan, for example, truly believed that markets would
take care of themselves, that even regulations against fraud were unnecessary. Greenspan
was wrong. He admitted as much. But he was not being guided by an improper
dependence upon money. These were the beliefs of a true believer at work. They were not
the beliefs of a hired gun.

And not just Greenspan: there were plenty in the army of financial deregulators who were
true believers, not just mercenaries. It may well be, as John Kenneth Galbraith puts it, that
“out of the pecuniary and political pressures and fashions of the time, economics and
larger economic and political systems cultivate their own version of truth.” 1671 But these
“versions” are still experienced as “versions of the truth,” not outright fraud. “No
conspiracy was necessary,” as Simon Johnson and James Kwak put it in their 2010 book,



13 Bankers: “By 1998, it was part of the worldview of the Washington elite that what was
good for Wall Street was good for America.” 11681 As Raghuram Rajan writes, “Cognitive
capture is a better description of this phenomenon than crony capitalism.” 1169

Still, pure ideas are not the whole story. Not by a long shot. The campaign to deregulate
the financial services sector was a campaign, even if it was also an ideology. When it
began, none could have thought it would succeed. But soon after it began, as I describe in
chapter 9, both Democrats and Republicans alike became starved for campaign funds. And
as that starvation grew, both parties, but the Democrats in particular, found it made both
dollars and sense to believe as the ideologues of deregulation told them to believe. It paid
to believe. And that made believing easy. As the Financial Crisis Inquiry Commission put
it:

As [this] report will show, the financial industry itself played a key role in weakening
regulatory constraints on institutions, markets, and products. It did not surprise the
Commission that an industry of such wealth and power would exert pressure on
policy makers and regulators. From 1999 to 2008, the financial sector expended $2.7
billion in reported federal lobbying expenses; individuals and political action
committees in the sector made more than $1 billion in campaign contributions. What
troubled us was the extent to which the nation was deprived of the necessary strength

and independence of the oversight necessary to safeguard financial stability.” 170

We could map this change simply by tracking the rise of certain members of the
Democratic Party. New York senator Charles Schumer is an obvious example. “Over the
five election cycles from 1989-90 to 1997-98, Schumer raised $2.5 million in
contributions from securities and investment firms—more than triple the haul of the
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runner—up in the House.” L2 Schumer’s “success,” as Jacob Hacker and Paul Pierson
describe in their 2010 book, Winner—Take—All Politics, “was part of a major development
in the evolution of the Democratic Party’s finance: a big push to gain support on Wall
Street.” [172]

The money began to flow, and not just to the Democrats. As Johnson and Kwak describe,
“from 1998 to 2008, the financial sector spent $1.7 billion on campaign contributions and
$3—4 billion on lobbying expenses; the securities industry alone spent $500 million on
campaign contributions and $600 million on lobbying.” That’s a faster growth in spending
than with any other industry. Comparing the campaign contributions of the one hundred
biggest contributing firms since 1989, we find contributions from firms i